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We study the long-time behavior of fully discretized semilinear stochastic partial different equations
(SPDEs) with additive space-time white noise, which admits a unique invariant probability measure 1. We
show that the average of (regular) test functions with respect to the (possibly nonunique) invariant laws of
the approximations are close to the corresponding average with respect to u.

More precisely, we analyse the rate of convergence with respect to time and space discretization
parameters. Here we focus on the discretization in time thanks to a scheme of Euler type, and on a finite
element discretization in space. The main new contribution here is the treatment of the spatial error.

The technique of the proof'is original in the SPDE context: we generalize the approach of Mattingly e al.
(2010, Convergence of numerical time-averaging and stationary measures via Poisson equations. SIAM
J. Numer. Anal., 48, 552-577), which relies on the use of a Poisson equation, to an infinite-dimensional
setting. We show that the rates of convergence for the invariant laws are given by the corresponding weak
orders of the discretization on finite time intervals: order 1/2 with respect to the time step and order 1 with
respect to the mesh size.

Keywords: stochastic partial differential equations; invariant measures and ergodicity; weak approximation;
Euler scheme; finite element method; Poisson equation.

1. Introduction

In this article, we want to analyse in a quantitative way the effect of time and space discretization schemes
on the knowledge of the unique invariant law of a semilinear stochastic partial different equation (SPDE)
of parabolic type, written in the abstract form of Da Prato & Zabczyck (1992):

dX(t,x) = (AX(t,x) + F(X(t,x))) dte+dW(@), O0<t<T,

(1.1

X(0,x) = x.
This process takes values in an infinite-dimensional, separable Hilbert space H—typically H = L*(0, 1)—
and x € H denotes an arbitrary initial condition; A is a negative, self-adjoint, unbounded linear operator
on H, with a compact inverse—for instance, A = 9% /9&2, with domain H?(0, 1) N H{} (0, 1) when homoge-
neous Dirichlet boundary conditions are applied; see Assumptions 2.2 and Example 2.3. The coefficient
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2 C.-E. BREHIER AND M. KOPEC

F : H — H is anonlinear function, with appropriate regularity and growth conditions given by Assump-
tions 2.7 and 2.9. Finally, (W(t)),d(m is a cylindrical Wiener process on H (see Section 2.3): this means
that in SPDE (1.1) the Gaussian noise is white in time and in space. We are interested in the regime where
T is arbitrarily large and goes to 4-00.

In this setting, thanks to dissipativity conditions stated in Assumptions 2.9, it is known that SPDE
(1.1) admits a unique invariant probability measure w, and that convergence is exponentially fast; see
Proposition 4.1. The main arguments that lead to ergodicity are recalled in Section 4. We refer for
instance to Da Prato & Zabczyck (1996) and Debussche (2013), and references therein, for treatments of
the asymptotic behavior of SPDEs.

In general, no expression of u is available for practical use; moreover, the support of this measure
is an infinite-dimensional space. The approximation of averages |, , ¢ A for bounded test functions ¢ is
therefore complicated. The exponential convergence ensures that E¢ (X (7)) tends to f @ d when 7 tends
to infinity, exponentially fast. Since it is not possible to simulate exactly the H-valued random variable
X (1) for every t > 0, two discretization schemes are introduced:

e a discretization in time, in order to get an approximation of the law of the random variables X (¢)
for different, fixed values of ¢, using a finite number of calculations; here it is performed with a
semiimplicit Euler scheme;

* adiscretization in space, in order to sample finite-dimensional random variables; here it is performed
with a finite element method.

The spatial approximation is specific to the case of infinite-dimensional processes, solutions of SPDEs
(and PDEs); the temporal approximation has already been studied extensively in the case of SDEs, and
more recently for SPDEs. One of the main original contributions of this article is the analysis of the
long-time behavior of a numerical scheme when considering a spatial discretization of an SPDE.

Different techniques to control the error are available in the literature. A first method is presented
in Talay (1990), where an estimate of the weak error introduced by the numerical scheme is proved,
holding for any value of the finite time 7. The idea here is to expand the error, thanks to the solution of
the Kolmogorov equation associated with the diffusion, and to prove bounds on the spatial derivatives of
this solution, with an exponential decrease with respect to the time variable.

This strategy has been generalized to the class of SPDEs (1.1) in Bréhier (2014), where a semiimplicit
Euler scheme is used. The main additional difficulty, when compared with the SDE case, is the need for
tools introduced in Debussche (2011), to estimate the weak error.

Using these tools aims at proving that at a given time 7" € (0, 4+00), the weak order of convergence
is twice the strong one: in other words, laws at fixed times are approximated more accurately than the
trajectories. These tools have also been used in Wang & Gan (2013) to treat the time discretization in a
slightly more-general setting, and in Andersson & Larsson (2016) where discretization in space with a
finite element method is studied. Basically, the two ingredients are the following:

e improved estimates on the derivatives of the solution of the Kolmogorov equations, with spatial
regularization;

* an integration by parts formula using Malliavin calculus, in order to transform some stochastic
expressions with insufficient spatial regularity into more suitable ones.

These tools are fundamental to treat equations with nonlinear terms; they are used again in the present
work. Notice that for linear equations (i.e., F' = 0 in (1.1)) a specific idea simplifies the proof—so that
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the second tool is not required—but cannot be adapted to nonlinear parabolic equations like (1.1) and in
particular cannot be used in this article: see Debussche & Printems (2009), and De Bouard & Debussche
(2006) in the case of the discretization of a stochastic Schrodinger equation.

Here, we apply another method to analyse the approximation of the invariant measure: we follow
the approach of Mattingly et al. (2010). Here, the authors study the distance between time averages of a
test function ¢ along the realization of the numerical scheme, and its average [ ¢ du with respect to the
invariant law . They introduce the solution ¥ of the Poisson equation

Ly =¢—/¢>du, (1.2)

where L is the infinitesimal generator of the SDE; the solvability of this elliptic or hypoelliptic PDE is
ensured by ergodic properties. Then they show how to expand the error for various numerical methods,
using stochastic Taylor expansions, and they get convergence results.

Using a Poisson equation to prove convergence results of law of large numbers type is standard, as
explained in Mattingly et al. (2010). In the context of SPDEs, it has been notably used in Bréhier (2012)
and Cerrai & Freidlin (2009) to study the averaging principle for systems evolving with two separate
timescales.

Note that even if the numerical scheme is not ergodic, and thus having possibly several invariant
laws, the technique gives an approximation result for p. In the SDE case, the study of ergodicity for time-
discretized processes is treated in Higham et al. (2002) where the authors use general results on Markov
chains, like the Harris theorem. To our knowledge, there is no such general theory for the discretization
of SPDE:s.

Our main result is the generalization of SPDEs for the approach of Mattingly et al. (2010), with
time and space approximation procedures: we prove the following result—a more precise statement is
Theorem 5.1: for any function ¢ of class C;(H), there exists a constant C(¢) > 0 such that for any
parameters T € (0,1) and & € (0, 1), any time N > 1 and any initial condition x € H,

N-1

Z(Ea&(xz’”) -/ ¢>(zm<dz>)
H

m=l

1
12
< C(¢) (z +h+ N—f).

Z| =

One of the key tools to prove Theorem 5.1 is the study of the Poisson equation (1.2) associated with
the SPDE (1.1). More precisely, we work with Galerkin approximations and we prove bounds that are
independent of the dimension M of the approximating subspace; see Sections 3.2 and 6.2. We emphasize
the necessity of regularization properties for the solutions of the Poisson equation to obtain the correct
weak orders. Many arguments and error terms are reminiscent of Debussche (2011), Bréhier (2014)
and Andersson & Larsson (2016), where similar regularization properties on the Kolmogorov equation
are used: this means that the method used in this article is a variant of the previous methods but does not
simplify the proof.

We refer to Section 5.2 for a discussion of cases which do not rigorously fit into the setting of
Section 2, but for which Theorem 5.1 can be extended with only straightforward modifications of the
technical arguments. In particular, some SPDEs with noise colored in space, in space dimension 2 or 3,
can be considered. However, in order to avoid introducing additional notation (the orders of convergence
depend on the regularity of the noise) and to emphasize the main arguments, we prove results for SPDEs
in dimension 1, with space-time white noise.

The article is organized as follows. Section 2 is devoted to the statement of assumptions on the
coefficients of (1.1). The space and time discretization schemes are presented in Section 3. In Section 4,
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we state results on the asymptotic behavior and invariant laws of the processes, with emphasis on the
consequences of the dissipativity conditions. The main result of this article, Theorem 5.1, is given in
Section 5; possible extensions and open questions are discussed in Section 5.2. The main ingredients of
the proof, namely the Poisson equation (Section 6.2), the decomposition of the error (Section 6.3) and
an integration by parts formula (Section 6.4), are given in Section 6. Finally, detailed proofs of error
estimates are given in Section 7.

Note that in the search for conciseness we omit the details for (most of) the error terms due to the
time discretization, since the arguments are not essentially different from those in Bréhier (2014). We
refer to the Ph.D. thesis (Kopec, 2014) of the second named author for complete details. This allows us
to focus on the main contribution of the article: the treatment of space discretization.

2. Notation and assumptions
LetD = (0, 1). Let H = L*(D), with norm and inner product denoted by | -|; and (-, -) ;; or if no confusion
is possible | - | and (-, ).
We consider equations in the abstract form
dX(t,x) = (AX(t,x) + F(X(t,x))) dt +dW (1),

2.1
X0,x) =xeH. @1

We now state the assumptions made on the coefficients A and F in (1.1). We also recall standard
statements concerning the cylindrical Wiener process W, and on the mild solution of the SPDE. We refer
to Da Prato & Zabczyck (1992) for more details.

2.1 Test functions

The test function p—which we refer to as admissible in the sequel—is assumed to belong to the space
Cg (H,R) of twice continuously differentiable functions ¢ : H — R, which are bounded, and have
bounded first- and second-order derivatives.

REMARK 2.1 In the sequel, we often identify the first derivative D¢ (x) with the gradient in the Hilbert
space H, and the second derivative D*¢ (x) with a linear operator on H via,

(D¢ (x),h) = D¢(x)-h forevery h € H,
(D*¢(x) - h, k) = D*¢p(x) - (h,k) for every h,k € H.

For an admissible test function ¢ and i € {1,2}, set || ¢ [l 00= sup,;; (Il ¢ II;) with

lollo = Sup o )Nus &l = Sup D), Nl¢pll2 = sup D¢ ()| -

xeH

2.2 Assumptions on the coefficients

2.2.1 The linear operator. We denote by N = {0, 1,2, ...} the set of non-negative integers.
We assume that the following properties are satisfied.
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ASSUMPTIONS 2.2 (1) There exists a complete orthonormal system (e, )iy of H and a nondecreasing
sequence (Ay)ien in (0, +00) such that

Aey = — ey for all k € N.

(2) The sequence (A;)ren goes to +00 and
+o0 1 1
— <40 & o> E

A’(X
k=0 "k

The smallest eigenvalue of —A is then A,. Note that Assumptions 2.2 implies that A is self-adjoint,
with a compact resolvent.

EXAMPLE 2.3 We can choose A = d?/dx?, with the domain H*(0,1) N H}(0,1) C L*(0,1)—
corresponding to homogeneous Dirichlet boundary conditions. In this case, forallk € N, A, = 72 (k+1)?,
and ¢, (&) = ﬁsin((k + 1) &)—see for instance Brézis (1994).

Let us now introduce, for each M € N, a finite-dimensional subspace H,, of H, with associated
orthogonal projection Py,.

DEFINITION 2.4 For any M € N, we define Hy, the subspace of H generated by e, ..., ey, by
Hy = Span{¢;;0 < k < M}

and Py, € L(H) the orthogonal projection onto Hy,: for any x = Z;:g xcex € H,

M
PM)CZ E Xk € -
k=0

The domain D(A) of A is equal to D(A) = {x = Y5 xer € H, Y, 5 (M) > < +o00). More
generally, fractional powers of —A, are defined for « € [0, 1]:

o0
(—A)*x = ZAZxkek €H,
k=0

with domains D ((—A)*) = {x = Y5 xvex € H, [x|2 = 3,5 () * x> < +o0}. In particular, for o =
0,|-lo =" |u is the norm in the Hilbert space H.

ExaMpPLE 2.5 Inthe case when A is the Laplace operator with homogeneous Dirichlet boundary conditions
on H = L*(D), then D((—A)"*) = H}(D) and D(A) = H}(D) N H*(D).

For o € [0, 1], it is also possible to define spaces D ((—A)‘“) and operators (—A)~%, with norm
denoted by | - |_y; in particular, when x = Z:ﬁg xeer € H, then (—A)™%x = Z,ZS A %xie and |x2, =
> ) 2 e
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6 C.-E. BREHIER AND M. KOPEC
The semigroup (e’A)DO is defined by the Hille—Yosida theorem—see Brézis (1994). The following
formula holds true: for all x = 3% x;e;, € H and all t > 0,

+o0
ey = E e xpep. (2.2)
k=0

For any t > 0, e is a continuous linear operator in H, with operator norm |€[A|£(H) = e 0" The
semigroup (e’A)pO is used to define the solution Z(¢) = ez of the linear Cauchy problem

dzZ (@) .
T AZ(t) with Z(0) =z

To define solutions of semilinear equations, we use a mild formulation (Duhamel principle).
The semigroup (e),-o enjoys smoothing properties that are often used in this work. Using (2.2), in
particular one obtains the following results.

PropoSITION 2.6 Under Assumptions 2.2, for any o € [0, 1], there exists C, € (0, 400) such that
(1) forallt >0andx € H,

le"x|, < Cot™7e 0/ |x| 3
(2) forall0 < s < rand x € H (respectively, x € D ((—A)7)),

(t—s)7

SO'

tA

lex — ex|y < C, e x|y (respectively, |e"x — x|y < Co(t — 5)7e 0% |x],).

2.2.2  The nonlinear coefficient. First, the nonlinear coefficient F is assumed to satisfy regularity
conditions (Assumptions 2.7). Examples of coefficients F that satisfy these conditions are given in
Example 2.8.

AssumPTIONS 2.7 The function ¥ : H — H is assumed to be Lipschitz continuous with Lipschitz
constant denoted by L.

Forall M € N, define Fy, : Hy — Hy, such that Fy,(x) = Py (F(x)) for all x € Hy,. We assume that
for all M € N the function F, is twice continuously differentiable, with the following uniform bounds
on the second-order derivative, uniformly with respect to M € N: there exists a parameter n € [0, 1[ and
C, € (0,400) such that forall M € N, x € Hy, and h,k € Hy,,

ID*Fy (x) - (h, k)| -y < Cylhlolklo,  ID*Fy(x) - (h,k)lo < Cylhl,|Klo.

Observe that for all M € N, the Lipschitz constant of F), is bounded from above by L.
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ExampLE 2.8 Functions F defined below satisfy Assumptions 2.7.

(1) Function F : H — H is of class C?, with bounded first- and second-order derivatives (consider
n=0).

(2) Function F is a Nemytskii operator, with H = L>(0, 1): F(x)(-) =f (x(~)), for some f : R? — Rof
class C* with bounded first- and second-order derivatives. When A is given as in Example 2.3, the
conditions are satisfied for n > 1/4.

Let us now introduce two usual sufficient conditions that imply ergodicity of the SPDE (1.1); see
Section 4 for details and references.

ASSUMPTIONS 2.9 (Dissipativity) Assume that at least one of the following conditions is satisfied:

(i) F is bounded (weak dissipativity condition);

(i) L < X (strict dissipativity condition).
Note that under Assumptions 2.9, there exists ¢, C € (0, +00) such that for any x € D(A),

(Ax + F(x),x) < —c|x|* + C. (2.3)
This inequality is sufficient to ensure the ergodicity result (see Section 4) for the continuous time process
X defined by (1.1). On the one hand, the strict dissipativity condition provides ergodicity for processes
that are discrete in time; on the other hand, it is not known whether this ergodicity holds true under the
weak dissipativity condition. Note that the approximation result, Theorem 5.1, holds true under both
conditions.

Observe that due to Assumptions 2.7, F), satisfies Assumptions 2.9 for all M € N.

2.3 The cylindrical Wiener process and stochastic integration in H

We now recall the definition of the cylindrical Wiener process and of the stochastic integral on a separable
infinite-dimensional Hilbert space H. For more details, see Da Prato & Zabczyck (1992).

Assume that a filtered probability space (£2, F, (F;),=0, P) is given. The definition of the cylindrical
Wiener process (W(t))[EJR + on H requires that

e acomplete orthonormal system of H, denoted by (g;);cn, and

e afamily (B;);cy of independent real Wiener processes with respect to the filtration (.7-",)t>0

are given. Then set

W) =Y Big:. (24)

ieN

This series does not converge in H; however, W(¢) is an element of D ((—A)~"/*~) when « > 0, for
all # > 0. Note that the law of the process does not depend on the choice of (g;);cy and (B8;);en-
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A bounded linear operator ¥ : H — H is said to be Hilbert—Schmidt when

+00
W 2y = D 1% (@} < +o00;
k=0
the definition of the norm [¥| ., 1) does not depend on the orthonormal basis (g;) of H.
The stochastic integral fot U (s) dW(s) is defined in H for predictable processes ¥ with values in
L,(H, H) such that fot |lI/(s)|2£2(H,H) ds < +o00 a.s. Moreover, when ¥ € L?(£2 x [0,1]; L,(H, H)), the
following two properties hold:

t 2 t t
E‘ / w(s)dW(s)| =E / W )%, g ds (tdisometry),  E / W (s)dW(s) = 0.
0 H 0 0

Under assumptions above, solutions to the equation (1.1) are well defined in a mild sense. The
following result is standard—see Da Prato & Zabczyck (1992).

ProposiTiON 2.10 For every T > 0, x € H, equation (1.1) admits a unique mild solution X €
L?(£2,C([0.T1. H)):

X(1) = ex + / [ e"TIE (X (5)) ds + f [ eI AW (s), (2.5

0 0

where WA(t) = fot "4 dW (s) is the stochastic convolution.

3. Definition of the discretization schemes

We consider approximations in time and space of the process X. In this section, we introduce the
corresponding schemes: a finite element approximation for discretization in space (Section 3.1) and
a semiimplicit Euler scheme for discretization in time (Section 3.3). We also discuss a spectral Galerkin
discretization (Section 3.2), which is an important tool in the analysis below.

3.1 Discretization in space: finite element approximation

We use the same framework as in Debussche & Printems (2009) and Andersson & Larsson (2016). For
general references on finite element methods, see for instance Ciarlet (2002) and Ern & Guermond (2004).

Let (Vi)ne.) be a family of spaces of continuous piecewise linear functions corresponding to a
(quasiuniform) family of meshes in D = (0, 1) such that V;, C Hj(D) = D ((—A)"/?) — 0 and 1 should
be included as nodes in the partition of [0, 1]. The parameter & denotes the mesh size, which is the length
of the largest subinterval in the partition.

Let P, : H — V,, denote the orthogonal projection onto the finite-dimensional space V. According
to the context, we also consider P, as a linear operator in L(H), since V,, C H.

Finally we define the approximation of the operator A: it is a linear operator A, € L(V},).

DEFINITION 3.1 The linear operator A : V,, — V), is defined such that the following variational equality
holds: for any x;, € V,, and y, € V,,,

(Apxp, yn) = —((—A)l/th, (—A)l/z)’h>-
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We recall a few important properties of the operator A,,.

ProposITION 3.2 For all 4 € (0,1), —A;, is symmetric and positive definite. If N, is the dimension of

Vi, we denote by (e'f)?lo_ ' C V, an orthonormal eigenbasis corresponding to —A;, with corresponding

1

eigenvalues 0 < Ag < A} <--- < Ay _,. Then for any & € (0, 1), we have Aj > Xo.
Indeed, since V, C D ((—A)'/?),

ro = inf (—Au,v) < inf  (—Au,v) = inf  (—Auu,v) = Ab
vueD((—A)1/2),Jul=|v|=1 u.veVy.|ul=lv|=1 u,veVy,|ul=lv|=1

For any h € (0,1), A, generates a semigroup on V;, which is denoted (e“"),cp+. The definition of
fractional powers (—A,)® of —Ay, for any o € [—1, 1], is straightforward: for all x* = vaz”(; : xtel € Vy,

we have

Np—1 Np—1

h
ey = Z etitxlel, (A" = Z(Af’)"x?e?.
i=0

i=0

The regularization estimates of Proposition 2.6 are then easily generalized to these semigroups; moreover,
bounds are uniform with respect to the mesh size & € (0, 1).

We focus now on the approximations of SPDEs—seen as equations in the Hilbert space H—with
equations in finite-dimensional spaces V/,.

We consider the spatially semidiscrete approximation of (1.1): (X"(£)),cr+ is a process, taking values
in Vj,, such that

dX"(t) = A X" (1) dt + F" (X" (1)) dt + P,dW (), X"(0) = Pyx = P, X,, 3.1

where the nonlinear coefficient F” : Vj, — Vj, is defined by F"(x) = P;,(F(x)) for all x € V.

Note that the regularity properties of Assumptions 2.7 and the dissipativity inequality (2.3) are satisfied
if A (respectively, F) is replaced with A, (respectively, F").

Equation (3.1) admits a unique mild solution: forall0 <t < T,

t t
X"(1) = ™ Ppx + / e Fh (X (5)) ds + / P, dW (s). (3.2)
0 0

Notice that the stochastic integral in (3.2) is always well defined, since for any & € (0, 1) the linear
operator P, has finite rank. The noise process P, W has covariance operator P, as an H-valued process;
seen as a process in V), it is a standard Nj,-dimensional Wiener process—as is easily seen by expanding
W in a complete orthonormal system (g;);cy With ¢; = eﬁ’ forO0<i<N,—1.

To be able to state a convergence result of X" to X, and to give an order of convergence, we now recall
some important results—see Andersson & Larsson (2016) for details.

ProPOSITION 3.3 (i) An equivalence of norms holds true: there exist two constants ¢, C € (0, +00), such
that for any & € (0, 1), any a € [—1/2,1/2] and any x" € V,,

cl(=Apx"] < [(=A)*x"| < Cl(=Ap*x"|. (3.3

910z ‘2T AInc uo 138nb Aq /Bio'sfeulnolpioxoeulew//:dny wouy pepeojumoq


http://imajna.oxfordjournals.org/

10 C.-E. BREHIER AND M. KOPEC
Moreover, forany i € (0, 1), « € [—1/2,1/2] and x € D((—A)*),
|(=Ap)*Prx| < Cl(=A)“x|. 34

(ii) Let us denote by R, the so-called Ritz projector, defined as the orthogonal projection onto V), in
D((—A)"?). We have the identity R, = (—A;)~'P,(—A) on D(A), and

|(=A)*(I = R)(—A) |, < Coh™ forall0<s<1<r<2. (3.3)

L(H)

(iii) For P, we have the following error estimate:
|(=A)"* (1 — P,,)(—A)"/2|L(H) <C., ™ forall0<s<land0<s<r<2, (3.6)

The following result is a consequence of Proposition 3.3 (for an alternative proof, see Kovacs et al.
(2012, equation (4.16))).

ProrOsSITION 3.4 For all « € (0,1/2), the linear operator P;(—A;)~'/>=*P;, is continuous from H to H,
self-adjoint and semidefinite positive. Moreover,

sup Tr(Ph(—Ah)_l/z_"Ph) < 4o00.

O<h<l1
Recall that for M,N € L(H), if N is symmetric and semidefinite positive then
[Tr(MN)| < M| @) Tr(N).

Proof. The operator is well defined on H, and clearly self-adjoint, since (—A;)~'?>™* € L(V}) is
symmetric.

Now from Proposition 3.3 (i), the following linear operators are defined and continuous on H (since
Kk < 1/2): (—A)“(—A)~*Pj, and (—A)'?P,(—A;)~V/2Py; their norm are uniformly bounded with respect
to h.

By duality, the operator P, (—A;)~'/2P,(—A)"/? is well defined on H—by unique continuous extension
from the dense subspace D((—A)"/?)—and it has the same norm as (—A)'/?P,(—A;)~'/?P,.

Finally, we write that forany 0 < /& < 1,

Tr(Pi(=A) 27 Py) = Te((Pu(=An) " 2Py(=A) ") (=A) 27 (=AY (=A) ™ Py))

< |Pu(=A0) " PPy (=A) 2 Te((=A) ) (=AY (=A™ Py

< CTr((—A)""*).
O

We recall that, for all T € (0, +00), X*(T) converges to X (T), with strong order of convergence 1/2,
in L'(£2) (see for instance Kovacs et al., 2010 and Kruse, 2013 for the semilinear case, and Yan, 2005
for the linear case) and weak order of convergence 1, in distribution when tested against admissible test
functions ¢ (see Andersson & Larsson, 2016): for all r € (0, 1/2),

EIX"(T) = X(T)| = O(h'*7"),  [Ep(X"(T)) — Ep(X(T))| = O(h'™").
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To conclude this part, we introduce some nice notation.

DEFINITION 3.5 Forh =0, set X° = X, as well as Vo = H, Ay = A, Py = 1dy.

3.2 Another discretization in space: spectral Galerkin projection

A tool in our proof will be an additional finite-dimensional projection onto the subspaces H,,. This
approximation allows us to justify rigorously the computations; even if the process X" takes values in a
finite-dimensional subspace of H, it is convenient to prove some estimates with a process taking values
in finite-dimensional subspaces that are left invariant by the action of A and of the noise. We define here
the corresponding approximating processes and give a few important convergence properties.

Let M € N. Following Definition 2.4, consider the equation

dX™ () = AX™ (1) dt + Fp(X™ (1)) dt + Py dW(1), X (0) = Pyx 3.7)

in the finite-dimensional subspace H,;, where Fy; = Py, o F. The process W™ = P, W is a standard
Wiener process with values in Hy,.
For any T € (0, 4-00), there is a unique mild solution, taking values in Hy, C H:

t t
XM (1) = e Pyx + / IR (XY (5)) ds + / AP, AW (s).
0 0

The proof of the following inequality is straightforward:
| — Py)A |y < Cohygy, 0=<r =1 (3.8)
Then, for all T € (0, +00), X™(T) converges to X(T), such that for all r € (0,1/4),
EIXY(T) = X(T)| = O/ i™).  [E$(XY(T)) — E¢(X (1)) = O(3, ")

Indeed, the projections Py, satisfy the estimates of Proposition 3.3 with h = k;}ﬁ; see Kruse (2013,
Example 3.4).
It is useful to introduce notation for when M = oo.

DEFINITION 3.6 For M = oo, we set X(* = X, as well as H,, = H and P, = Idry.

3.3 Discretization in time

For each fixed mesh size & € (0, 1), and for 2 = 0, we now define a time approximation of the process
X": denoting by T > 0 a time step, we use a semiimplicit Euler scheme to define, for k € N,

XP(1,x) = X1, x) + TAXL (1,X) + TP F(XE(T, X)) + VTPhXes1s
X\ (t,x) = Pyx,
where ;.1 = % (W((k+1)t) — W(kt)). Note that even if x;,; does not take values in the Hilbert space

H, the stochastic term Py, x;., can be given a meaning in H in a straightforward way: indeed, choose
g = el for 0 < i < N, in the cylindrical Wiener process expansion (2.4).
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We often omit the dependence of X} on the time step T and on the initial condition Pjx.
A rigorous formulation is given by

Xt = SeuX! 4 tSaPhF (XD 4 VTSe i Phirts (3.9
where the linear operator S, on Vj, is defined by
Sen=I—1A)~". (3.10)
When i = 0, the process is well defined in H, since it is easily checked that S.  is a Hilbert—-Schmidt
operator on H. When h > 0, it is well defined in the finite-dimensional space V.

For the analysis of the convergence of the scheme, we use regularization estimates on the discrete-time
semigroup (S’I,h)jeN for t > 0 and & > O—compare with Proposition 2.6.

LEMMA 3.7 Forany0 <« <1,he€[0,1)andj > 1,

. 1 1
—A I—KSJ P < —.
[(—=Ap) enlnlcany < G (1 + AgT)i*

Moreover,

[(=AWPS. Pyl ey < B=1,j=8,

B
Go)F’
|(=A) P (Sen = DPyleany <277, 0<B <1

For a proof of the first estimate, we refer to Thomée (2006, Lemma 7.3). The other estimates are
obtained using similar arguments.

REMARK 3.8 We often use the following expression (discrete mild formulation) for X;":

k—1 k—1
Xp =88, Pix+1 Y SSIPFX) + VT S PLxa (3.11)
=0 =0

The following expression is also useful: if /; = [ 2] (where |- | denotes the integer part function),

k-1 f
JT ZS’;;IP,,XM = f S PL AW (s). (3.12)
=0 0
For h € (0, 1), we finally introduce the following processes: for 0 <k <m — land#;, <t < f;y,,

t t
X"ty = X! + / [AS: 1 X! + SeaPuF (X)]ds + f Sy 1Py dW(s). (3.13)
Ik

T

The process (5(” (t));er+ 18 an interpolation in time of the numerical solution (X,ﬁ')keN defined by (3.9):
XM (1) = XI.
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3.4 A priori bounds on moments

We give bounds on moments of (X(£));=0, (X"(£)),er+ and (X,ﬁ’)keN.
Note that the constants are uniform with respect to 2 € [0, 1) and 7 € (0, 1).

LeMMA 3.9 For any p > 1, there exists a constant C, € (0, +00) such that for every & € [0,1),¢ > 0
andx € H,

EIX" (1,01 < C,(1 4 |xI").

LemmA 3.10 For any p > 1, tp > 0, there exists a constant C € (0, +00) such that for every & € [0, 1),
O<t<1,keN,t>0andx € H,

EIX;P < C(1+ [x]’) and EIX" ()" < C( + |x]).

Since the arguments are standard, in the interest of conciseness, we omit the proofs of Lemmas 3.9
and 3.10. For i = 0, we refer to Bréhier (2014, Lemma 4.2) under Assumptions 2.9(i), and to Bréhier &
Vilmart (2015, Proposition 3.2) for a similar study under Assumptions 2.9(ii). For # > 0, we refer to the
Ph.D. thesis of the second named author, Kopec (2014, Lemma 3.10).

4. Asymptotic behavior of the processes and invariant laws

The objective of this section is to present results about the behavior of the continuous- and discrete-time
processes, either discretized in space by the finite element method, the spectral Galerkin method, or not
(i-e., for H-valued processes). In Section 4.1, we prove the existence of invariant distributions for all of
them, under Assumptions 2.9. Then in Section 4.2, we discuss the uniqueness (i.e., ergodicity), and we
state the main differences between the different settings, and between the weak and the strict dissipativity
conditions.

We state precise and general results, but we omit the proofs and give only the essential arguments.
We refer to Da Prato & Zabczyck (1996) and Debussche (2013), and references therein, for treatments
of the asymptotic behavior of SPDEs.

The main result of this section is the following.

PropoSITION 4.1 Leth € [0,1),M € NU {oc}and 7 € (0, 1).

(1) Existence of invariant laws. Under Assumptions 2.9, the processes t € R — X" (¢),t € R* >
XM (t) and k € N — X]'(r) admit (at least) an invariant distribution.

(2) Uniqueness, continuous-time processes. Under Assumptions 2.9, the process t € RT — X" (¢)
(respectively, t € R* — X®)(¢)) admits a unique invariant law denoted by u” (respectively, ™).
Moreover, convergence is exponentially fast: there exist ¢, C € (0, +00) (independent of 4 and M)
such that for any bounded test function ¢ : H — R, any ¢ > 0 and any initial conditions x" € V,
and x™ e Hy,,

< Cliglloo(l + X" e,

’Etb(xh(t,xh)) - / pdu
Vi

‘Ed)(X(M) t,x")) = | ¢du™| < Cllglloo(l + ™ Pe.

Hy
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(3) Uniqueness, discrete-time processes. Under the strict dissipativity condition, Assumptions 2.9(ii),
the process k € N — X! (t) admits a unique invariant law.

Note that choosing 4 = 0 and M = oo, the SPDE (1.1) is ergodic, and that & = u° = u®.

4.1 Existence of invariant distributions

The main tool to prove existence of invariant laws is a compactness argument, namely the well-known
Krylov—Bogoliubov criterion—see Da Prato & Zabczyck (1996, Section 3.1).

First, the semigroup associated with each Markov process we consider (denoted by X') satisfies the
Feller property at all (continuous or discrete) times #: if Q,¢ (x) = E[¢ (X (¢))|X(0) = x], then Q,¢ is
continuous when ¢ is assumed bounded and continuous.

Second, the required tightness property (Da Prato & Zabczyck, 1996, Corollary 3.1.2) comes from
two facts: D ((—A)”) is compactly embedded in H when y > 0; and when y < 1/4 moments of the
processes are controlled (the proof is standard and thus omitted).

LeEmMMmA 4.2 Forany 0 < ¥y < 1/4, 7 > 0 and any x € H, there exist C(y, t,x), C(y,x) > 0 such that
forevery h € [0,1),m > l and ¢t > 1,

EX"(r,0)]> < C(y,7.x) and EX"(t,x) < C(y,x).

4.2 Uniqueness of the invariant distribution

Let us first assume that the strict dissipativity condition, Assumptions 2.9(ii), is satisfied. Consider then
two initial conditions x;, x, € V; foreach realization of w € £2, define X" (-, x;) and X" (-, x,) (respectively,
X"(z,x;) and X" (7, x,)) with (3.1) (respectively, (3.9)), with the same driving Wiener process. Then for
all discretization parameters 7 > 0, # > 0 and t > 0, k > 0, by straightforward computations (using
Gronwall’s lemma),

IX"(1,x1) = X" (t,x2)] < eXP(—(% _LF)t)lxl — Xal,

IX"(7,x)) — X! (z,1)| < ex _Mo=lr, I — x|
(T, X (T, X2)| = eXp 1+ hor 1 2].

Then the process ¢ > X"(-) (respectively, k > X ,’f(r)) admits a unique invariant law. The same reasoning
applies to the process X™ defined by (3.7), obtained by spectral Galerkin discretization.

Now consider that the weak dissipativity condition, Assumptions 2.9(i), is satisfied. Then the unique-
ness of the invariant distribution holds true for continuous-time processes X" and X™ for all i € [0, 1)
and M € N U {oo}. The proof is based on Doob’s theorem—see Da Prato & Zabczyck (1996, Proposi-
tion 4.1.1 and and Theorem 4.2.1)—which requires two arguments: a regularizing effect (the semigroup
satisfies the strong Feller property: for all # > 0 and bounded measurable ¢, then Q,¢ is continuous) and
an irreducibility property (support of invariant distributions).

Note that these two arguments heavily rely on the choice of space-time white noise. Moreover, the
same reasoning is not sufficient to deal with discrete-time processes: to our knowledge, the uniqueness
of the invariant distribution for k € N X,{?(r), for arbitrary t € 0 and & € [0, 1), is not known.

Exponential convergence to equilibrium for the continuous-time processes X" and X is proved
using coupling arguments. We refer to Doeblin (1938), Lindvall (1992), Meyn & Tweedie (2009) for the
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description of this approach for Markov chains, and for instance to Kuksin & Shirikyan (2001), Mattingly
(2002), Mueller (1993) for various applications to SPDE:s.

The coupling approach yields the following result: for a proof, see Debussche et al. (2011, Section 6.1),
and Debussche (2013).

ProPOSITION 4.3 There exist ¢, C € (0,+00) such that for any bounded test function ¢ : H — R, any

t > 0, any discretization parameters & € [0, 1) and M € U {oo}, and any initial conditions x?,xﬁ eV,
o) (M)

and x, e Hy,

IEp (X" (1,x") — Ep(X"(2,x1))] < Clliplloo(1 + x> + [x2})e™,
IEp (X (1, x™)) — E¢p (X (1, ")) < Cllglloo(1 + [x{" 1 + [x3)e ™.

5. The convergence results
5.1 Approximation of the invariant law [

The main result of this article is the following Theorem 5.1. Definition and notation of admissible test
functions are given in Section 2.1.

THEOREM 5.1 For any 0 < k < 1/2, 1y, there exists a constant C > 0 such that for any admissible test
function ¢, h € (0,1), N > 1,xe Hand 0 < 7 < 19,

N-1

=3 (st - 9)

<Cl ¢ lhoe T+ (14 1 1 1/2K+h1K+L
= 2,00 (N-[)I—K Nz N

m:O
where ¢ = [, ¢(2) du(2).

This result has a statistical interpretation: ILVZZ;é E¢(X") is an estimator of the average ¢ =
f 1y ¢ (2)(dz) of the admissible test function ¢ with respect to the invariant law w1 of the SPDE. Theorem
5.1 gives an error bound on its bias.

Of the two factors in parentheses in the theorem, only the second one is important—the presence
of the first one is for technical estimates which degenerate at time O, whereas we are interested in the
asymptotic behavior of the quantity. The main observation is that the orders of convergence with respect
to T and 4 are given by the corresponding weak orders 1/2 and 1 in the approximation of X (7') for a fixed
value of the final time 7 < 4oco—given in Debussche (2011) and Andersson & Larsson (2016). The
aim of this article is to show how the corresponding error bounds are preserved asymptotically—under
appropriate conditions. The additional term # corresponds to the bias introduced between the average
in time and its limit when time increases.

Note that Theorem 5.1 yields approximation results when only one type (time or space) of
discretization is applied.

As a fundamental consequence of Theorem 5.1, we obtain in Proposition 5.2 error bounds controlling
the distance between the average of admissible test functions with respect to the (possibly nonunique)
ergodic invariant laws of the discretized process and the invariant law of the SPDE.
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PROPOSITION 5.2 For any 0 < k < 1/2, 5y > 0, there exists a constant C > 0 such that the following
holds: for any 0 < T < 15 and & € (0, 1), assume that 7" is an ergodic invariant law of (X,’j)keN; then
for any admissible test function ¢, we have

S CU @ e (2727 +0),

/ ¢ (@) du(z) — / ¢ () du™(2)
H Vi

The proof of this result is straightforward: let N go to +o00 in Theorem 5.1, and use the convergence
of the time average for the ™" a.e. initial condition; see also Bréhier (2014). Instead of assuming that
w™" is ergodic, one can also assume that it has a finite third-order moment.

Recall that ™" is unique under the strict dissipativity condition, Assumptions 2.9(ii), but may be
nonunique under the weak dissipativity condition, Assumptions 2.9(i).

To conclude this section, note that Theorem 5.1 and Proposition 5.2 also hold for the process X’
defined by (3.7) and its unique invariant law ;. In particular, the convergence estimate of Proposition 5.2
then reads

1

<< —_—
=G 12—« *
M+1

/¢>du— Pudp™
H Hy

5.2  Extensions

The aim of this section is to discuss possible straighforward extensions of the results above under different
settings and open questions that require further investigations.

First, grant the strict dissipativity condition, Assumptions 2.9(ii). In this situation, it is straightforward
to extend the results when the additive Gaussian space-time white noise is replaced with additive Gaussian
white noise in time but colored in space. The orders of convergence then depend on the properties of the
covariance kernel. As a consequence, SPDEs with a higher-dimensional space variable & € D, D C R?
with d > 1 can also be handled.

Note that the extension for colored noise under the weak dissipativity condition, Assumptions 2.9(i),
is challenging: it is then unclear and difficult to give ergodicity results (nondegeneracy of the noise is
required) and in particular, exponential convergence properties.

Second, we have restricted our study to the additive noise case, even if we acknowledge that from a
practical point of view the case of finite element discretization of the stochastic part of the solution is not
a trivial problem. So far, to our knowledge, there is no general satisfactory weak approximation result
when the noise is multiplicative. Indeed, as soon as the equation is discretized either in time—Debussche
(2011)—or in space—Andersson & Larsson (2016)—the diffusion coefficients must satisfy strict con-
ditions if one wants to obtain the expected weak order of convergence: they should be decomposed as
the sum of a continuous affine function, and another function such that the second-order derivative is
controlled with respect to a very weak norm—namely, the norm associated with a negative power of the
linear operator. Moreover, the treatment of such noise requires lengthier computations. We could do so
here by adding our argument to those in Debussche (2011) and Andersson & Larsson (2016), but this
would result only in hiding the main ideas of our work.

Finally, note that contrary to Mattingly et al. (2010), we have not studied the statistical error. In
Mattingly et al. (2010), two more error bounds are proved: first in the mean-square sense, and then in an
almost sure statement—thanks to a Borel-Cantelli-type argument. We have not been able to treat these
questions in the SPDE context. We claim that it is for the following reason. The right order of convergence
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with respect to 7 in Theorem 5.1 is obtained thanks to an appropriate integration by parts formula—as
explained in Section 1; the study of the mean-square error—now in a stronger sense—implies that the
use of such a technique seems impossible. To generalize the results of Mattingly et al. (2010) in the
infinite-dimensional setting, new arguments should be found.

6. Description of the proof

The aim of this section is to introduce the main objects required to prove the error estimate in Theorem 5.1.
This section is organized as follows. We first explain in Section 6.1 why estimates for projections onto
Hy;, uniform over M € N, are sufficient. We then present in Section 6.2 properties of the solution of
Poisson equation in Hy,. Section 6.3 presents the decomposition of the error; in particular, Lemmas 6.3,
6.4 and 6.5 are the main technical estimates. Note that in Section 7, Lemmas 6.3 and 6.5 are proved with
full details, while we omit the proof of Lemma 6.4 since it would be redundant with Bréhier (2014);
instead we refer to Kopec (2014) for a detailed proof. Finally in Section 6.4 we recall an integration by
parts formula (Malliavin calculus), which has been already used in Debussche (2011) and Bréhier (2014).

Let 79 € (0,+00),and T € (0,19); let N € N and set T = Nt. Introduce the notation, for k € N,
t, = kt. We denote by « > 0 an arbitrarily small parameter. Also let ¢ be an admissible test function.

6.1 Projection in finite dimension

First, decompose the error using the orthogonal projection Py, onto Hy,:

1 N—1 - 1 N—-1 .
5 2 EOX) =6 == D Ed(PuX,) — by
m=0

m=0

=

1A

Il
o

m

where ¢, = |, iy @ du™ . Note that ¢,, e ¢. Indeed, for all x € H and t > 0,

/ $(2) du™ () — / () du(@) = E§(X (1)) — / $(2) du (@)
Hy H H
+ / 6(2) du™ (2) — Eg (X (1)) + E$(X™ (1)) — E¢(X(1)).
Hy
Then for any ¢ > 0,

lim sup
M—+o00

< Cexp(—ct),

$() du™ () - / 6(2)du ()
H

Hy

and it remains to take ¢+ — +4-o00. Note that the constant ¢ does not depend on dimension M.
As a consequence, the effort in the following is concentrated on the proof of error bounds on
L3N E¢(PyX") — ¢, uniform over M € N.
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6.2  Some results on the Poisson equation in finite dimensions

LetM € {1,2,...}. Let ¢ € C}(H,R). The function ¢™ : Hy, — R is defined as the unique solution of
the Poisson equation on H),:

LM — ¢ opy —p, with / g q, ¢ =, (6.1)
Hy

where £™ is the infinitesimal generator of the SPDE (3.7): for ¢ : H — R of class C* and x € H,
LY (x) = (APyx 4 Py F(x), DY (x)) + 3Tr(Py D> (x)).

In the following, we will need to control the first and the second derivatives of ¥ ), Proposition 6.1
is the key result needed to obtain the optimal orders of convergence.

PROPOSITION 6.1 Let M € {1,2,...}. Let ¢ € Ci(H). The function ¥ ™ defined for x € Hy by

+oo _
v = [ B(s0 ) - 3y)
0

is of class C? and the unique solution of (6.1). Moreover, we have the following estimates: for any
0 < B,y < 1/2 there exists C, Cg, Cg,, € (0,400) (independent of M) such that for any x € Hy,

W) < CA A+ 1x) | ¢ lloos
D™ (X)) < Co(1+ X1 | @ ll1.00 (6.2)

and
(=AY D™ (x)(—A) | 2y < Cpy(L+ X1 || @ llooo - (6.3)

REMARK 6.2 In fact, the result on DY is also true for 8 < 1, and the result on D*¥ is also true for
B,y < lsuchthat 8 4+ y < 1. Moreover, all the constants are uniform with respect to M € {1,2,...}.

We refer to Kopec (2014, Chapter 4, Section 8) for a detailed proof of Proposition 6.1; see also Bréhier
(2014, Section 5.2).

6.3 Decomposition of the error
Let M € N; define the auxiliary function ¥ ™ as follows: for x € H,
w0 (x) = w00 (Pyx),
where &™) is the solution of the Poisson equation (6.1). Using the notation of Remark 2.1, forany x € H,
DY M (x)y = Py DY ™ (Pyx),
D*UM (x) = Py, D* U™ (P, x)Py,.

Then the estimates of Proposition 6.1 are satisfied if ¥ ™ is replaced with &™),
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For allm € N, the process X" defined by (3.13) is related on [£,,, £, ] with the generator L7/ defined
forx € V, and ¢ € L(H) by

LT (x) = (SesAi Xy, + SesPuF (X,,), Do (X)) + 3Tr(Se S, PiD* ¢ (x)). (6.4)

Thanks to It6’s formula and Proposition 6.1, for any m € N,
- - Im+1 - -
B (X!, ) —ETM (X)) = / EL™™" g M (X" (s)) ds.
tm
Let us also define the generator L' of the finite element solution X”: for x € V,

L' (x) = (Apx + PyF (x), Do (1)) + 5Tr(PyD7, 6 (x)).

Then introduce the following decomposition:
~ ~ Im41 - -
EeM (X, ) — B (X)) = / E(L',”"”’ - Lh)wW) (X"(s)) ds
tm
Im+1 - -
+ f E(C’“ - L‘M>)W<M>(xh(s))ds
m
Im+1 - -
- / ELM M (X" (s5)) ds.
Im

Note that LT M (x) = LY (P, x) + (PyF(x) — PyF(Pyx), D¥™ (Pyx)), for x € H, and
due to definition (6.1) of ¥ ™ as the solution of the Poisson equation on H,, associated with the generator
LM then

B (X!, ) — B (x!) = / " ]E(E”"*h = L) F R () ds

m m+1 ) )

/ £<M>) & (%0 (s)) ds

tm+1
+ [T E(swuk ) -3 ) ds
/ " PM F(X’“ (5)) — F(PyX" (s))) DU (p, X" (s))> ds
Im+1 ~ ~
- / E(Le = £1)F (X () ds

Im+1 - -
+ / B(L" = £M) 0% (5)) ds
tm

+ 7 (E¢ (PuXL) — dy)
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Im+1 -
+ [T (o @ui o) ~ B(opuxt)) as
Im

+ f " E(Pu(FE (5) — FPuE! ). DU By R (5)) ds.

Then summing over m = 1,...,N — 1 and dividing by Nz, the error is decomposed as
1 1
¥ L (EGPuX)) = 6y) = = (EV P (Pux})) — EW*(Pyx))

m=0

1 P _
- ﬁ(qb( ux) — Py

1 N-1 Im41
i M) _ ph\ g M) xh
o Z/ E(L — £7)d 9 (X(5)) ds

m=1"Y1m
1 N-1 In-1 " AW -

- __ pTamh (M) h

2 / E(E c )w (X" (s)) ds

m=1"Y1m
1 N-1 41 -
= [ (B o) ~ B ruxly) s

m=1"1m
1 N2l e } ) ~
TNt > / E<PM (F (X"(s)) — F(PMXh(s))),DIIJ(M)(PMXh(s))) ds

m=1 " m

—L+bhL+L+1+I5+ 1
(6.5)

Some of the terms [; are easily controlled. Indeed, using Proposition 6.1 and Lemma 3.10, for 0 < 7 < 1,
1
I+ L] < CA+ xP)——.
Nt

where 1) is any fixed positive real number. Moreover, since F is Lipschitz continuous, Proposition 6.1
and Lemma 3.10 yield

lim Iy — 0.

M— oo

The control (uniform with respect to M € N) of the three other terms is performed in Section 7. First,
in Section 7.1, the following estimate of I3 is shown.

LEMMA 6.3 (Space-discretization error) For any 0 < x < 1/2 and 1, there exists a constant C > 0 such
that for any ¢ € C}(H),x € Hand 0 < 7 < 19,

. 1 — 1 M) h\, 7 M) vh 3 1—k -1
limsup =3 [ B(LY = £)F X (5) ds = CC1+ W)@l (1 + VD).
17

M—00 T m=1 v tm

The term Iy is controlled in a similar way.
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LEMMA 6.4 (Time-discretization error) For any 0 < x < 1/2 and 1, there exists a constant C > 0 such
that for any ¢ € CZ(H),M € {1,2,...}, ye Hand 0 < 7 < 10,

N—-1

1 Im+1 - -
Nt Z/ E (L' — Lo (X" (1) dt| < Cllglleo(l + )T 271 + N~ + (Vo).
m=1"m

We omit the proof of this result in the interest of conciseness. Indeed, no original argument is required
compared with Bréhier (2014). We refer to Kopec (2014) for a detailed proof. Note that the growth
conditions on the second-order derivative of the nonlinearity F', Assumptions 2.7, are only explicitly used
in the proof of Lemma 6.4 (they also appear in the proof of Proposition 6.1).

Finally, the control of Is is provided in Section 7.2. Precisely, we have the following lemma.

LEMMA 6.5 (Additional time-discretization error) For any 0 < « < 1/4 and 7, there exists a constant
C > 0 such that for any ¢ € C2(H), M € {1,2,...},y € Hand 0 < t < 1y,

< Cllpllant (1 k),
< CllllaoeT + N

1 N-1 Im+1 -
T [ (Beeui o) - Eopuxly) ar
—1Yim

A detailed proof for Lemma 6.5 is given since this term due to the discretization error is specific to the
strategy to decompose the error (using the solution of the Poisson equation), and in particular no similar
term appears in Debussche (2011) and Bréhier (2014).

6.4 A Malliavin integration by parts formula

As explained in Section 1, one of the key tools to obtain the right weak order is a transformation of some
spatially irregular terms involving the stochastic integral with respect to the cylindrical Wiener process,
into more suitable, deterministic ones, thanks to an integration by parts formula involving Malliavin
calculus—we refer to the monographs Sanz-Solé (2005), Nualart (2006) for an extensive study of this
object and for the definition of the important notation. In this article, the Malliavin derivative and the
integration by parts formula are taken as (essential) tools, but it is not the intention to give more information
on it.

The notation here is the same as in Debussche (2011), where the following useful integration by parts
formula is given—see Lemma 2.1 therein.

LEMMA 6.6 Forany F € D'?(V}), u € C}(V},) and ¥ € L*(£2 x [0, T], £2(V,)) an adapted process,

T T
E [Du(F) . / W (s)dw®™ (s)i| =E |:/ Tr(¥ (s)*D*u(F)D,F) ds] , (6.6)
0 0

where D,F : £ € H — DfF € V, stands for the Malliavin derivative of F. The domain D'?(V},) of D,
is the set of H-valued random variables F = Z,eN’iS Ny Fie;, such that, for all 7, F; belongs to the domain

D'? of the Malliavin derivative for R-valued random variables.

In the sequel, Lemma 6.6 is used with the Galerkin approximations; the components all belong to the
domain D'2, and all calculations are valid. In addition to Lemma 6.6, we use the chain rule to compute
Malliavin derivatives.
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Note that (6.6) holds true if u is not assumed to be bounded but only u € C>(V,) provided the
expectations and the integral above are well defined. This is easily seen by approximation of u by
bounded functions.

Under Assumptions 2.9(i), it is not possible to get uniform-in-time estimates of the Malliavin deriva-
tive of X"; we circumvent this problem below by using these derivatives only at times 7 = kT and s such
that #;_;, < 1, where we recall that [, = [ 2] (|-] denoting the integer part function).

LEMMA 6.7 Forany 0 < 8 < 1 and 1y > O, there exists a constant C > 0 such that for every i € (0, 1),
k>1,0<t <t9ands € [0,#],

1
—ANVD-xh < 1+ Ler)* " (1 ’
(=AD" DX | vy = C(1 4 LrT) * 1+ kot)(l_ﬁ)(k_mtf—lx

Moreover, if t;, <t < t;,, we have
A DX D)2y < ClAD DX 2wy
We want to emphasize that the constant in Lemma 6.7 is uniform with respect to 2 € (0, 1).
Proof. According to ttle definition of the Malliavin derivative ’fo( h(t) as alinear operator in V},, we need
to control |(—A,)#D!X"(1)| and |(—A,)?DX}?|, uniformly with respect to £ € Vj, with || < 1.

Leth € (0,1). Forany k > 1, £ € V}, and s € [0, #], using the chain rule for Malliavin calculus and
expressions (3.11) and (3.12), we have

k—1
DX =S5 0+ Y SSIDPF) (X)) - DX

T,h
i=ls+1

We recall that /; denotes the integer part of £, so that when i < [, we have D!X/' = 0.
As a consequence, the discrete Gronwall lemma ensures that for k > [, + 1,

IDIX)| < (14 Let) ).

Now using Lemma 3.7, we have

k—1
1 (1+ Lpr)
(—ANPDIX]| < €]+ LT Y . 1€].

1+ )LO-C)(I—ﬁ)(k—ls)[f_lx L 4+ kof)"‘ﬁ)("‘i)tf_i

To conclude, we see that when 0 < 7 < 1,
k-1

E ! < C/m 1P ! dt<C <+
T D —— < Q.
(14 2or)=P=0g? . = " Jo (14 Ar) 0=/ = =

i=lg+1
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The second inequality is a consequence of the following equality for s < #, < ¢ < #;,, thanks to
(3.13):

DIX"(t) = DX! + (t — 1,,)(ApS 4 DX} + S, ,P,DF (X)D'X}),
and the conclusion follows since

sup [TAuScalcew,) < +oo. -
he(0,1)

7. Detailed proof of the estimates

We warn the reader that constants may vary from line to line during the proofs, and that in order to use
lighter notation we usually forget to mention dependence on the parameters. We use the generic notation
C for such constants. All constants will depend on a parameter « > 0, which can be chosen arbitrarily
small; k may also change and be unified at the end of the computation.

To simplify the expressions, the dependence of the error with respect to the test function ¢ is not
mentioned in the proof.

7.1  Proof of Lemma 6.3: space discretization error

7.1.1 Strategy. To control this term, we mix ideas described in Bréhier (2014) and Andersson &
Larsson (2016), where the authors use estimates of the solution u of the Kolmogorov equation. Here
we use a similar approach, with u replaced with the solution ¥ ™ of the Poisson equation (6.1), with
M e {1,2,...}.

Let M € {1,2,...} be fixed. First, the difference L™ — L is decomposed into three terms. For any
xeH,

(N“ _ Lh)lifW)(x) - <(AM — Ay)x, DI (x))
+((Pu = Pu)FC0, DI )
+ %Tr((PM - Ph)D2q7<M>(x)),

where Ay, = AP),; thus

1 N-1 Im+1 ~ - 1 N-1
_ M) _ phY g o (g _ m_ pmy m
= ) / E([, c )q/ (1) dr = — m§:l(a LU e,

m=1 " m

where for] <m <N — 1,

a"=F& / " (Ay — ADX" (1), D™ (X" (1)) dr,

b =E / " Py = POF®" (1)), DE O (R (1)) d,

1 Im+1 ~ -
"= JE / Tr((PM _ Ph)Dzw<M>(X"(z))) dr.
tm
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7.1.2 Estimate of a". The Ritz projection R, can be expressed in the form R, = A;IP,,A. Using this
we can write

(A — ADX" (1), DY ™ (X" (1)) = ((AuPy — AnP)X" (1), DE M (X" (1))
= (X"(1), (PyAy — Ay P) DY M (X" (1))
= (X"(1), AyPy(RyPy, — DY (X" (1)))
= (X"(1), AyP, (R, — Py DY ™ (X" (1)))
+ (X"(1),AyP,(Pyy — DD ™ (X" (1))).

The idea of this decomposition is to apply the error estimates (3.5) and (3.8) for R, and Py, respectively.
We now use formula (3.13) on X”(¢). We then need to estimate the following five terms:

Im+1 - -
4" = / (X" ALPy(Ry — Py D (X" (1)) dr
tm
Im+1 ~ ~
+E f (t = 1) (ARSer X", APy(Ry — DPyDF™ (X (1))) di
m
Im+1 - -
+E / (t — 1) (SesPaF (XY, AuPy(Ry — )Py DF ™ (X" (1)) dt
tm
Im+1 t - ~
+E f < / S s AW (s), AyPy(Ry — )Py DF™ (xh<r>>> dr
m m

Im+1 - ~ ~
+ E/ (AX" (1), (Py — DD ™ (X" (1)) dt
Im
— arln,h +a2m,h +agn,h +CZTJ1 +am,M.

m,h,

(1) Estimate of a/"". We use expressions (3.11) of X’ and (3.12) to decompose d/

Tm+1 - -
d"=F / (7, Pyx, Ay Py(Ry, — DPy DY ™ (X" (1)) dt
tm

Im+1 k-1 ~ _
+E / T Z(S;'f,;fPhF(xj),AhPh(R,, — Py DY ™ (X" (1))) dt
Tm =0

41 Im ~ ~
+E / < f S B PLAW (5), Ay Py(Ry, — I)Py DY ™ (Xh(t))> dt
Im 0
= a’l’f’lh + a'l'f’l.h + a'l'fgh.

» Estimate of a'l'f’lh. The ideas are to write (—A;) = (—A;)“(—A;)!™ and to use regularization

properties of the semigroup (S';,h)keN. Thanks to Proposition 3.3, Proposition 6.1 for g = 1/2,
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Lemma 3.10 and Lemma 3.7, we get, for any small enough parameter 0 < x < 1/2,

’m+| ~ ~
lay'| = ‘ / (=AW ST, Prx, (A Py(Ry — D (—=A) 2Py (—A) 2DP ™ (X" (1)) dt
tm

tm+1
<E / |(—AW) " S Pl i X1 [(—=AR)* Pu(Ryy — D(—A) | ity | Put | aany
Im

x |(=A)" 2 DFM (X" (1))| dt
1
<C
(mT)!=* (1 4+ roT)™*
1
<Crt
(mT)!=* (1 + A7)

Im1 -
[ [(=A) (Ry — 1)(—A)_'/2|£<H>/ ' E( + IX"(0)]*) dt

m

(1+ x>,

We will now use the following useful inequality: for t < 7y and any N > 1,

1
< C,. 7.1
‘ ; ()= (1 + Aor) = 7.1)
Indeed,
1 N1 1
T Z 11—k i = C/ A« Kt/T dr
pn (It)'=* (1 + xp7) o M (14 A1)
f —tK/I log(1+Ag7) dr
‘[ K
— ) <C..
/ s <:< log(1 +)»of)> -
Then, using (7.1), we get
N-
Z hl (U ). (7.2)

m=

m,h

Estimate of a}";'. Using the same ideas as for estimating a}" /', we have

la} 'l < CTE/ Z I(—Ap)'™ Y 'PF X)) (=AW Pu(Ry — D(—=A) 2| 2y
tm

X [(=A)2DY ™ (X" (1)) dt.

Since F is Lipschitz continuous, using Lemma 3.10, estimate (7.1) yields

m—1

E|t(—Ay)' Zs:f,;’F(X,”)

1=0

W 1
= CA+|xPr <
; ()= (1 + AoT)™

Ko
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With Proposition 3.3, Lemma 3.10 and Proposition 6.1 for § = 1/2, we can now write
'y = C(L+ Ix)n' T,

and we get

N—1
]% Do laly] < C(+ xR (7.3)

m=0
Estimate of aﬁ'fgh. The analysis of this term is more complicated. We refer the reader to Bréhier
(2014) for a discussion of the problem, and for detailed explanations of the strategy of the
proof—following the original idea of Debussche (2011).
We recall that the problem lies in the regularity in space of the process due to the whiteness
in space of the driving noise. The strategy used to control a’l’f’lh and a’z'f’lh would give an order of
convergence of only 1/2, instead of 1.
We decompose a’,’ff into two parts, corresponding to different intervals for the stochastic integra-
tion. We can work directly on one of these parts. On the other, a Malliavin integration by parts
is performed: it allows us to use appropriate regularization properties and to obtain the correct
order of convergence 1. We emphasize the length of the interval where this integration by parts
is applied: its maximal size is independent of t and 4, and allows us to use Lemma 6.7 with
controlled upper bounds.
By using (3.12), decompose

Im+1 Im ~ ~
ayy =E f < / S 5P, AW (s), (—AR) Py(Ry, — Py DY ™ (Xh(t))> dr
tm 0
[ (tm—310) VO 5 5
=E f < / (—AR)' 7S 5Py AW (s), (—A) Py(Ry, — )Py DY ™ (Xh(t))> dr
tm 0
[ m ~ ~
+E / < / Py (R, — DP,(—A)S2, P, dW (s), DY ™) (Xh(t))> dr.
tm (tm—3709)VO

For the first term—which is equal to O when #,, < 37o—thanks to the Cauchy—Schwarz inequality,

(tm—3709)VO0
‘E< / ' (—Ah>1“S;",h’SPHdW(s),(—AhYPh(Rh—1>PMD@<M><ih<r)>>'
0

< (BI(—AD* Py(Ry — D(—A) Py (=A) DE ™ (X" (1))

We have the following inequality—we remark that in the integral below ¢,,_;, > 1:

(tm—3709)VO ;
/ (—Ap) ' ST P AW (s)
0

2

(tm—379) V0
B[ s
0

T,h

(tm—379) VO ;
l—c gm—Is p 12
- / (— (AT P2y ds
0
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(tm—379) VO
— / Tr((_A )2 21(52(77! l_s)P )ds
0

(tm—379) VO "
( —
S/ |Srr,';, Pl e
0

24124k @lm—Is)
X |(=Ap)** / +KSr’,nh Pl ds

x Tr(Py(—Ap) "> Py)

(tm—3719)V0 1
< C/ ds
o (1 + hot)"™ ’At2+1/2 P

(tm—3109)V0 1
c / 4
0 (1 + AoT)m"s

+00 1
c / 4
o (1+2a0)"

<C,

IA

IA

when t < 1 and thanks to Proposition 3.4 and Lemma 3.7. Then, thanks to Proposition 3.3,
Proposition 6.1 for § = 1/2 and Lemma 3.10, we get

b1 (tm—319)V0 » 5
']Ef </ (=AW T S1 P AW (s), (—A)  Py(R, — I)PMDW(M)(X"(t))> dr
0

< C( + [xP)rh' .

For the second term, we use the Malliavin integration by parts formula (Lemma 6.6) to get

[ tm - ~
E/ </ Py (Ry — I)Ph(—Ah)SZf;“PhdW(S),DU’(M)(X"(t))> dr
(

tm—370)V0

41
=E / f Tr ;",1 S (—ADPL(R, — DPyD* &™) (X" (1)) D, Xh(t)) dsdr.
(tm—3719)V0

Thanks to both estimates of Lemma 6.7, we have for (¢,, —37)) VO <s <1, <t < t,,

) 1
—A)DX" (1) < C(1 + Lpr)" 5 [ 1 ’
|(=A"DX ()] < C( + L) + (1 4+ rgr)etm=loyge

and we see that (1 + Ly7)" ™" is bounded by a constant.
We can then control the second term of a’" " with

Im+1
/ / (A 28 [ (AP Ry — T (—A) 2
m (tm—379)V0

X [(=A) 2D (X" (1)) (=A) 2y Tr((—A) 27 (=AY DX (1) ey dis it
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1
" 1
—1430/2 —«
<C _ 14+¢"
/(zmsm)vo T (1 agT) 2 < (L 4 g T) 10

) dsth' =¥ (1 + x>,

using Proposition 6.1 and Lemmas 6.7 and 3.7.

We have
tm 1 m 1 1
—143k/2
t ds < < C < +00,
/(tm3ro)v0 m—lg (1 +)»0T)("17[3)3K/2 S = /(; sl= 3k /2 (1 +)\0-C)3K/23/1 +
for t < 1, thanks to (7.1).
Therefore
s
o Dl < OO )R (7.4)
m=1
Using (7.2-7.4), we have
1
— Z| ar'<c (1 + T) R0 + |x?). (7.5)

ml

(2) Estimate of ag"h. Since (t — t,)|[(—A)Szpl ey < C, a';"h is bounded by the same expression as a’l’”h'
by (7.5), we have

l = 1, 1 —JK
mz a5 < C( )hl H (A ). (7.6)

m=1

(3) Estimate of a}"". We have

Im+1
a3 < E/ (t — t)|(—AR) T SesPhl can | F X))
m
x [(=AW)Py(Ry — I)(—A) 2Py (=)' 2 DP ™ (X" (1)) dt.

Since (t — £,)|(—=Ap) ' 7S 4Pyl <y 1s bounded, using Lipschitz continuity of F' and Lemma 3.10,

m,h

following the proof of the bound on @Y}’ one gets

C
—Z| mh| ?h“zK(l+|x|3). (1.7)

(4) Estimate of a4 . We again use the integration by parts formula to rewrite ;" .

a't = —E / i < / SenPpdW(s), (—A)P,(R), — 1)Dt17<M)()2’1(t))> dr

Im+1
=-F / Tr(S, WPr(=ADPL(R, — D™ (X" (0))D, X" (1)) ds dr.
tm tm
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From (3.13), for¢,, < s <t < t,,,; we have fo(" (t) = S.,Py¢; as a consequence, the situation is

m,h

much simpler and we do not need to use the same trick as in the control of a}y’.

Then, as previously, we have

Im+1
lay"| < E/ (t — ) Tr((—AD) ' S nPiu(=Ap) Pu(Ry — D)(—=A) 2Py
tm

x (=A) 2D M (XM (1)) (—A) 2 (—A) TR (—AYES, ) de
< |(=AR) TS 1Pl an Te((—=A) 272 (A Pu(Ry — D(—A) | )

Im+1 - o
x E / [(—A) 2D*& M (X" (1)) (—A) > Ly | (=AY S Pl cany dt
tm
<c(l+ x)Th' .

Therefore

1 N-1
7 Dl = OOl xR (7.8)

m=1

(5) Estimate of a"". Using Proposition 6.1, Lemma 3.10 and estimate (3.8), we have
Im+1 - ~ ~
@ = [ E(1ADPU e RO Py = DA) 1) DE O 1) e
tm

Int1 - -
< Cill @ lhoe 2y ™™ / E(1R 010 + 1 0P) di
tm
<Gl lhoo by " T ).

Then, we get

With the previous estimates, we get

1 N-1
li — Y la"|=C w (1 HA+ T HA' >, 7.9
Lriingr m:1|a [SCll & oo T+ xIHA+T7) (7.9)

7.1.3 Estimate of b". Writing Py; — P, = (Pyy — I) + (I — P},), we get the natural decomposition

b= / " Py — DF (PR (1)), DE™ (X (1)) dt
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+E f " = POF(Py R (), DF (R (1)) dr

— bm,M + bm,h.

Using Lemma 3.10 and the Lipschitz continuity of F, Proposition 6.1 and Lemma 3.9, one gets for
i € {h,M},

|b™| = ‘E / " E PRI ), (P = DA (=) 2 DI R 1)) dr
- /m+l C(l " |x|) |(Pl _ I)(_A)_1/2+K |£(H)(E|(—A)l/z_KDli/(M)(Xh(Z))|2)1/2 dt
< Ct(1+ xP) |[(Pi = D(=A) ™| c ).

Using (3.6) and (3.8), we get

b7 < Cr(1 + ey

and
"M < Ct(1 + x>,
Thus
1 N—-1
7 DB = CU A )R )
m=1
and
l N—1
li — " < C Hp!—2,
imsup = > 16" = C(1+ l’)

m=1

7.1.4 Estimate of ¢". Decompose ¢ like b", i.e., ¢" = "4 "M where for i € {h, M},

2|Cm,i| — |E/))1+l Tr((_A)ZK(Pi _ I)(_A)*1/2+K(_A)1/27KD2¢(M)(Xh(t))(_A)1/27K(_A)71/27K) dl|
< Tr((—A) ™27 [(=A)* (P; — D(—=A) " o)

Im+1 - -
x / E|(—A)**D*&™ (X" (1)) (—A) > dr.
tm

Using Assumptions 2.2, Proposition 6.1, Lemma 3.9, commutativity of A and P, and estimates (3.8) and
(3.6), we get

2™ < CT(1 4 Jx Py, "
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and
2|c™M| < Cr(1 + |x|H)h' 5.

Then, we have

N—-1

1
= 21" = O BB (5 4 2,
m=1

and
1 M
1' - m) C 1 2 hl—f)l(.
Aldrgiligmglc | <CU+xP)

7.1.5 Conclusion. With the above estimation, we get

lim sup Z/ c<M> ch)q?<M>()?h(s)) ds < C(L+ xR +T7"). (7.10)

M— o0

7.2 Proof of Lemma 6.5 (additional time-discretization error)

The error analysed in this section is due to the replacement of X" (1) with X,’,’l, fort, <t <t,.
Compared with other error terms, the expression involves the test function ¢, instead of ¥ Since ¢
is assumed to be of class C only, its derivatives do not satisfy estimates like in Proposition 6.1. However,
we are still able to distribute appropriately the powers of the operator —A, to obtain a good rate of
convergence.
We define an auxiliary function ¢y, : H — R with by = ¢ o Py. It is of class C? and using the
identifications introduced in Remark 2.1 we have for any x € H,

Dy (x) = PyD¢ (Pyx),
D*y(x) = PyD*¢ (Pyx)Py.

Thanks to the Itd’s formula, from (3.13) we get for #,, <t < t,,11,
E¢p Py X" (1)) — Ep Py X)) = Epy (X" (1)) — Epps (X (1))

_E f (SerAnX, Dy (R (5))) ds
+E / (SerPaF(X"), Duy (R (5))) ds

+E / lTr((Sr,hP,a(S,,hm*quBMo?”(s)) ds
= E|(t) + E»(t) + E3(¢).

The error is naturally divided into three terms. We first treat the easiest ones: E, and Ej.
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Using boundedness of the linear operator S, of the orthogonal projectors Py and P, and of the
first-order derivative of ¢, and Lipschitz continuity of 7 and Lemma 3.10, then for ¢,, <t < t,,,1,

|Ex(1)] = ‘E f (SeaPuF (X4, g (R4 (9))) ds| < C(1 + LD

We now control E5(¢). Using the boundedness of the second-order derivative of (ﬁM, uniformly with
respect to M, we have

|E3(t)| < C(t - tm)Tr((Sr,hPh)(Sr,hPh)*)
< CTTr[((—Ap) /**S2  P)Py(—Ay) 7Py ]
< Ct|(=Ap"**S2 Pl cany Tr(Pu(—A) 27 Py)
< (jrl/Z—K’
where « € (0, 1/2) is a small parameter, thanks to the first inequality of Lemma 3.7 and to Proposition
3.4.

The treatment of E; is the most complicated amongst the three terms, due to the presence of the
unbounded operator A;. We recall that moments of |X” |, are controlled uniformly in 4, only fora < 1/4
(Lemma 4.2); to obtain the correct weak order of convergence 1/2 with respect to T, we need a careful
control. One of the ingredients is the Malliavin integration by parts.

Thanks to (3.11) and (3.12), E| is divided into three parts: E\(t) = E;(t) + E12(t) + E15(¢), such
that, for ¢,, <t < t,,41,

t
E () =E / (S AL Pyx, Dy (X" (5))) ds,
tm

t m—1
E (1) = E/ <TAhSr,h Z Sz;kPhF(X,Z),D¢M(Xh(S))> ds,
tm

k=0

Ei;()=E / <Ahsf,h / ’ S "Pde(r>,D43M<Xh<s))> ds.
tm 0

We have isolated the stochastic part in X" ; then only the treatment of E; 5(¢) is difficult.
First, using Lemma 3.7, we have if m > 1,

|AhS:fZIPhX| = |(—Ah)KSr,hPh|L(H)|(—Ah)l_KSZ1,hPh|L(H) x| 5

< Clx|gt "1, "+,

As a consequence, for t,, <t < t,q,

1—k

IEy 1 (D] = Clx| T
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The treatment of E| , is similar: we have when m > 1,

m—1 m—1

E |tASes Y SIFPIF(X)| < CTl(—AD* SeaPilcan Y 1(—An) ™SI Pyl canBIF (X)) |1
k=0 k=0
m—1

< CA+ DT T Y (=AD" S Pl s

k=0

thanks to Lipschitz continuity of F and Lemma 3.10. Then using Lemma 3.7 and inequality (7.1), we
obtain form > 1 and t, <t < t,41,

|E,()| < Ct™(t—t,) <Ct'™.

It remains to control £, 5(¢), which contains the stochastic term, with low regularity properties. We
use a Malliavin integration by parts formula, with the same decomposition of the integral as for a’l’f‘;’: for
any f,, =8 =1 <lyy,

tm ~ - (tm—370) V0 ~ -
E<AhSr,hf S:;Tlrdw(r),D¢M(Xh(S))> = E<Ahsr,h / S’:,:I’Ph dW(”)’D¢M(Xh(S))>
0 0

m ~ ~
+E<AI1Sr,h/ N dW(r),D¢M(Xh(S))>
¢

tm—379)V0

=Ei3,(5,1) + Ei32(s,1).

For the first error term, we directly use the Cauchy—Schwarz inequality and we have (see term a’l’fgh

of Section 7.1 for more details)
2 2
) (E DG (X" (5)) )

(tm—319)VO
<C f Tr(PyA, Sy Y AP, dr
0

(tm—310)VO
|Eizi(s,0)> < C (E / Sr,hAhS;yf;]rPh dw(r)
0

(tm—370)V0 N

<c f Te(Py(—An) " Py) [(—A) > S2 M Py dr
0

<C.

For the second error term, using the Malliavin integration by parts formula (Lemma 6.6), we get for
any by s =1t < tm-%—l,

Im ~ ~
E <Ahsf,h / S7 Py AW (r), Dy (X" <s>>>
(tm—379) VO

m - ~ _
—E / Tr(S’,"_;“A,,S,,hP,,D%M(Xh(s))D,Xh (s)) dr.
(

tm—370)VO0
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Then

m - - -

'IE f Tr(sg";’rAhs,,hPhD%M(Xh(s))D,X"(s)) dr
(tm—319)V0 ’
tm - ~ ~

< / Tr((=ASL5 " SeaPs JELD X" )] con | Du (X" (9)) 1 dr.
(tm—370)VO

Since

Tr((_Ah)S:f;lrSt,hPh) < Te(Pu(—A) 274 Py) IS0 (=AD" SewPr) | s

T,h

we have (see Section 7.1 for more details on a similar expression), using Lemma 3.7,

Im ~ ~ ~
'E/ Tr (2, " AnSe 1Py D, X" (5)D* gy (X" (5))) dr

(tm—379) V0

< Cr '/ /[m _ A4+ Le)" " (14 ! dr
B (tm—3v0 (1 4 AoT)mlr 1+ )»of)"(m_l’)t,]njr

Using that (1 + Lrt)™~"" < C for the range of r used to compute the integral, we see that
|Ei32(s,0)] < Ct™'272,

After integration with respect to s, we obtain

t
|Eis(O] < | (Eiz1(s.0)] + |Ersa(s,0)])ds < C(t + T'/27%),

m

and

1—k
IE\®)] = C (rm_z” + IxIT + rl‘K) .

11—«
tm

Using the bounds on E, and Ej3, we therefore obtain that whenm > 1 and 1, <t < t,,44,

B¢ (PyX" (1) — Ep (PyX")| < C!/2% <1+ Jx| )

(m-[)lflc
As a consequence, we obtain

N—

Ut .
G2 [ (Bt o) - Eopuxly) ar

m=1

IR |
< Cr'/** 1+|x|—/ dr
Nt J, 1=«

<cr'* (1 x| .
=Ct +—(N‘E)1”(

(7.11)
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7.3  Conclusion

With (7.10) (which proves Lemma 6.3), (7.11) (which proves Lemma 6.5) and Lemma 6.4 (proof is
omited), we get

N-1
ST E(p0) —B) = CA+ e A T T4,

m=0

where C does not depend on 7', h and M.
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