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#### Abstract

We study a class of stochastic semilinear damped wave equations driven by additive Wiener noise. Owing to the damping term, under appropriate conditions on the nonlinearity, the solution admits a unique invariant distribution. We apply semi-discrete and fully-discrete methods in order to approximate this invariant distribution, using a spectral Galerkin method and an exponential Euler integrator for spatial and temporal discretization respectively. We prove that the considered numerical schemes also admit unique invariant distributions, and we prove error estimates between the approximate and exact invariant distributions, with identification of the orders of convergence. To the best of our knowledge this is the first result in the literature concerning numerical approximation of invariant distributions for stochastic damped wave equations.


## 1. Introduction

In the last decades, stochastic partial differential equations (SPDEs) have become the subject of intensive research, with various possible perspectives, from modelling and applications, to theoretical analysis using advanced stochastic and PDE analysis techniques. Due to the need of simulating efficiently the SPDE models, there has been a huge interest in the design and analysis of numerical methods, see for instance the monograph [34]. Like for all deterministic and stochastic, finite and infinite dimensional, systems, understanding the long-time behavior of the solutions and of the numerical methods is a crucial and challenging problem. In this manuscript, we provide a contribution in this direction for a class of ergodic stochastic damped semilinear wave equations. Precisely, we apply semi-discrete and fully-discrete schemes and we prove that the approximations preserve ergodicity of the exact system, and we obtain upper bounds with rates for the error between the approximate and exact invariant distributions.

In this work, we study stochastic damped semilinear wave equations driven by additive Wiener noise, which can formally be written as

$$
\left\{\begin{array}{l}
\partial_{t}^{2} u(t, x)=-2 \gamma \partial_{t} u(t, x)+\Delta u(t, x)+f(u(t, x))+\dot{W}^{Q}(t, x)  \tag{1}\\
u(0, x)=u_{0}(x), \partial_{t} u(0, x)=v_{0}(x), \quad x \in \mathcal{D} \\
u(t, x)=0, \quad x \in \partial \mathcal{D}
\end{array}\right.
$$

where $\mathcal{D}$ is a $d$-dimensional domain, $\Delta=\partial_{x_{1}}^{2}+\ldots+\partial_{x_{d}}^{2}$ is the Laplace operator, and homogeneous Dirichlet boundary conditions are imposed. The positive real number $\gamma \in(0, \infty)$ is the damping parameter. In addition, $u_{0}: \mathcal{D} \rightarrow \mathbb{R}$ and $v_{0}: \mathcal{D} \rightarrow \mathbb{R}$ denote the initial values of $u$ and $\partial_{t} u$. Finally, $f: \mathbb{R} \rightarrow \mathbb{R}$ is a globally Lipschitz nonlinearity, and $\dot{W}^{Q}$ denotes space-time noise, which is white in time and has covariance operator $Q$ in space. We refer to Section 2 below for precise formulations and assumptions. In this manuscript, the stochastic damped wave equation (1) is interpreted as a stochastic evolution system with unknowns $u(t) \in H$ and $v(t) \in H^{-1}$

$$
\left\{\begin{array}{l}
d u(t)=v(t) d t,  \tag{2}\\
d v(t)=(-\Lambda u(t)-2 \gamma v(t)) d t+f(u(t)) d t+d W^{Q}(t), \\
u(0)=u_{0}, \quad v(0)=v_{0},
\end{array}\right.
$$

[^0]or as a stochastic evolution equation with unknown $X(t)=(u(t), v(t))$ with values in $\mathcal{H}=H \times H^{-1}$, written as
\[

\left\{$$
\begin{array}{l}
d X(t)=A_{\gamma} X(t) d t+F(X(t)) d t+d \mathcal{W}^{Q}(t)  \tag{3}\\
X(0)=x_{0}
\end{array}
$$\right.
\]

See Section 2 for details on the notation. We refer to the monograph [18] for the theory of stochastic evolution equations, and to [19] for a chapter devoted to the analysis of the stochastic wave equation. In the setting introduced below, the stochastic evolution system (3) admits a unique global mild solution, for any initial value.

Assuming that the Lipschitz constant of the nonlinearity $f$ is sufficiently small (see condition (21) from Assumption 2.1 below), the process $(X(t))_{t \geqslant 0}$ admits a unique invariant distribution denoted by $\mu_{\infty}$, see Proposition 3.2 below, and the monograph [17] for general results on ergodicity for stochastic evolution equations. The objective of this work is to prove that $\mu_{\infty}$ can be approximated using fully-discrete numerical methods, and to provide rates of convergence with respect to the spatial and temporal discretization parameters. Precisely, the spatial discretization is performed using a spectral Galerkin method with parameter denoted by $N \in \mathbb{N}$, and the temporal discretization is performed using an exponential Euler integrator with time-step size denoted by $\tau \in(0,1)$. We refer to Section 4 for precise notation. The fully-discrete scheme (see Section 4.2) is written as

$$
\begin{equation*}
X_{m+1}^{N}=e^{\tau A_{\gamma}}\left(X_{m}^{N}+\tau F_{N}\left(X_{m}^{N}\right)+\mathcal{P}_{N} \Delta \mathcal{W}_{m}^{Q}\right) \tag{4}
\end{equation*}
$$

where $\left(e^{t A_{\gamma}}\right)_{t \geqslant 0}$ is the semigroup associated with the linear damped wave equation with no forcing. We also consider a semi-discrete scheme (see Section 4.1)

$$
\begin{equation*}
d X^{N}(t)=A_{\gamma} X^{N}(t) d t+F_{N}\left(X^{N}(t)\right) d t+\mathcal{P}_{N} d \mathcal{W}^{Q}(t) \tag{5}
\end{equation*}
$$

where only spatial discretization is performed.
We prove that the fully-discrete scheme (4) and the semi-discrete scheme (5) admit unique invariant distributions denoted by $\mu_{\infty}^{N, \tau}$ and $\mu_{\infty}^{N}$ respectively, for any values of the spatial and temporal discretization parameters $N$ and $\tau$, see Propositions 4.4 and 4.2 for precise statements. The main results of this work are then stated in Section 4.3) for the fully-discrete scheme (4) one has weak error estimates

$$
\begin{equation*}
\left|\int \varphi d \mu_{\infty}-\int \varphi d \mu_{\infty}^{N, \tau}\right| \leqslant C_{\beta}(\varphi)\left(\lambda_{N}^{-\beta \theta}+\tau^{\min (2 \theta \beta, 1)}\right) \tag{6}
\end{equation*}
$$

where $\varphi: \mathcal{H} \rightarrow \mathbb{R}$ is an arbitrary mapping of class $\mathcal{C}^{2}$ with bounded first and second order derivatives, $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ are the eigenvalues of $\Lambda=-\Delta$ (written in non-decreasing order), and $\beta \in(0,1]$ is a parameter which describes the regularity of the noise, see (32) from Assumption 2.3. Let us mention that one has $\beta \in\left(0, \frac{1}{2}\right)$ for space-time white noise $(Q=I, d=1)$ and $\beta=1$ for trace-class noise. Finally, $\theta=1$ if the covariance operator $Q$ and the linear operator $\Lambda=-\Delta$ commute, and $\theta=1 / 2$ otherwise. We refer to Theorem 4.3 for a precise statement concerning the semi-discrete scheme (5) and to Theorem 4.4 (and to Corollary 4.1) for a precise statement concerning the fully-discrete scheme (4).

The rates of convergence appearing in (6) are consistent with the weak rates of convergence obtained for the stochastic wave equation for instance in [42, 26, 22, (without damping, meaning $\gamma=0$ ). To the best of our knowledge, the weak error estimates (6) have not been obtained previously in the literature. One of the main auxiliary tools used to prove the weak error estimates is Proposition 5.1 concerning properties of solutions of Kolmogorov equations associated with the semi-discrete scheme (5), with estimates which are independent of the integer $N$. We refer to the monograph [10] for results and methods on the analysis of finite and infinite dimensional Kolmogorov equations.

Let us briefly review the literature related to our work. The list of references below is not exhaustive. Strong convergence rates for spatial and temporal discretization schemes applied to stochastic wave equations have been obtained for instance in the articles [42, 43, 3, 30, 13] for semi-discrete and fully-discrete methods using the interpretation of SPDEs of stochastic evolution equations from [18, which is considered in this manuscript. The works mentioned above employ exponential or trigonometric integrator for the temporal discretization, see also [27, 28] for a presentation of exponential integrators in the context of SPDEs. The articles 36, 14 provide strong convergence analysis using the point of view of random field solutions for

SPDEs, developed by [41, see also [19] for a focus on the stochastic wave equation. We also refer to the recent work [20] where higher order methods are constructed. The authors of the preprint [9] consider a class of stochastic wave equations with nonlinear damping and prove strong convergence results. Weak convergence rates for numerical methods applied to stochastic wave equations have been obtained in [23], and more recently in [26, 22] and in [42]. The framework we consider below is closely related to the latter reference, however we need to use different techniques in the analysis: the author of 42 exploits the group property associated with the linear wave equation when there is no damping, whereas to take into account the damping and prove error bounds which are uniform with respect to time we only use semigroup properties.

As already mentioned above, to the best of our knowledge, in this manuscript we obtain the first results concerning the approximation of the invariant distribution for stochastic damped wave equations. However, there have been many results for different types of finite and infinite dimensional stochastic systems. Some of the arguments used in the analysis below are inspired by the articles cited below. For stochastic differential equations, one of the earliest works is [39]. Writing the stochastic damped wave equation (3) as the system (2) suggests an analogy with the works [38] and [29] devoted to stochastic Hamiltonian systems and Langevin systems respectively. Note that the monograph [24] exploits a similar point of view for the approximation of invariant distributions of stochastic nonlinear Schrödinger equations, see also the articles [11, 25, For further references and techniques for the design and analysis of numerical methods applied to approximate invariant distributions of stochastic differential equations, we refer for instance to [1, 2, 15, 31, 32, 33, 35, 40. Finally, in the last decade, there have been several articles devoted to the numerical approximation of invariant distributions for parabolic semilinear stochastic partial differential equations: we refer to [5, 8, 7, 6], to [12, [16, and to [4]. See also the recent preprint [21] concerning the analysis of long-term accuracy of numerical methods for some SPDEs. The analysis of the stochastic damped wave equation case requires new and different arguments compared with the parabolic case.

This paper is organized as follows. The setting (notation and assumptions) is introduced in Section 2 Section 3 is then devoted to the presentation and analysis of the stochastic damped wave equation (3). The semi-discrete and fully-discrete numerical methods are defined in Sections 4.1 and 4.2 respectively, and the main results of this paper are stated in Section 4.3 see Theorem 4.3 for the spatial approximation, Theorem 4.4 for the temporal approximation, and Corollary 4.1 for the fully-discrete scheme. The convergence analysis is performed in Section 5 note that an important regularity result for the associated Kolmogorov equation is given by Proposition 5.1 in Section 5.1. Sections 5.2 and 5.4 are devoted to the proofs of Theorems 4.3 and 4.4 respectively.

## 2. Setting

2.1. Notation. Let $d \in \mathbb{N}$ be an integer and let $\mathcal{D} \subset \mathbb{R}^{d}$ be an open bounded domain with polygonal boundary $\partial \mathcal{D}$, for instance $\mathcal{D}=(0,1)^{d}$. Define the separable Hilbert space $H=L^{2}(\mathcal{D})$. The inner product and the norm are denoted by $\langle\cdot, \cdot\rangle_{H}$ and $\|\cdot\|_{H}$ respectively. Let us denote by $-\Lambda$ the Laplace operator endowed with homogeneous Dirichlet boundary conditions. Then $\Lambda$ is a self-adjoint unbounded linear operator from $H$ to $H$, with domain $D(\Lambda)=H^{2}(\mathcal{D}) \cap H_{0}^{1}(\mathcal{D})$, and there exists a complete orthonormal system $\left(e_{n}\right)_{n \in \mathbb{N}}$ of $H$ and a nondecreasing sequence $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ of positive real numbers such that one has

$$
\Lambda e_{n}=\lambda_{n} e_{n}
$$

Note that the eigenvalue $\lambda_{1}$ is positive and that one has

$$
\lambda_{1}=\min _{n \in \mathbb{N}} \lambda_{n}=\inf _{x \in H \backslash\{0\}} \frac{\langle\Lambda x, x\rangle_{H}}{\|x\|_{H}^{2}} .
$$

In addition, there exists $\mathrm{c}_{d} \in(0, \infty)$ such that $\lambda_{n} \sim \mathrm{c}_{d} n^{2 / d}$ when $n \rightarrow \infty$. For any nonnegative real number $\alpha \in[0,+\infty)$, introduce the subspace $H^{\alpha}$ of $H$ defined by

$$
H^{\alpha}=\left\{u \in H ; \quad \sum_{n=1}^{\infty} \lambda_{n}^{\alpha}\left\langle u, e_{n}\right\rangle_{H}^{2}<+\infty\right\}
$$

and for all $u, u_{1}, u_{2} \in H^{\alpha}$, set

$$
\begin{aligned}
\left\langle u_{1}, u_{2}\right\rangle_{H^{\alpha}} & =\sum_{n=1}^{+\infty} \lambda_{n}^{\alpha}\left\langle u_{1}, e_{n}\right\rangle_{H}\left\langle u_{2}, e_{n}\right\rangle_{H} \\
\|u\|_{H^{\alpha}}^{2} & =\langle u, u\rangle_{H^{\alpha}}=\sum_{n=1}^{+\infty} \lambda_{n}^{\alpha}\left\langle u, e_{n}\right\rangle_{H}^{2} .
\end{aligned}
$$

The space $H^{\alpha}$, equipped with the inner product $\langle\cdot, \cdot\rangle_{H^{\alpha}}$ and the norm $\|\cdot\|_{H^{\alpha}}$, is a separable Hilbert space.
For any nonnegative real number $\alpha \in[0,+\infty)$, the space $H^{-\alpha}$ is defined as the closure of the space

$$
\left\{u \in H ; \sum_{n=1}^{+\infty} \lambda_{n}^{-\alpha}\left\langle u, e_{n}\right\rangle_{H}^{2}<\infty\right\},
$$

with inner product $\langle\cdot, \cdot\rangle_{H^{-\alpha}}$ and norm $\|\cdot\|_{H^{-\alpha}}$ defined as follows: for all $u, u_{1}, u_{2} \in H^{-\alpha}$, set

$$
\begin{aligned}
\left\langle u_{1}, u_{2}\right\rangle_{H^{-\alpha}} & =\sum_{n=1}^{+\infty} \lambda_{n}^{-\alpha}\left\langle u_{1}, e_{n}\right\rangle_{H}\left\langle u_{2}, e_{n}\right\rangle_{H} \\
\|u\|_{H^{-\alpha}}^{2} & =\langle u, u\rangle_{H^{-\alpha}}=\sum_{n=1}^{+\infty} \lambda_{n}^{-\alpha}\left\langle u, e_{n}\right\rangle_{H}^{2}
\end{aligned}
$$

The space $H^{-\alpha}$ equipped with the inner product $\langle\cdot, \cdot\rangle_{H^{-\alpha}}$ and the norm $\|\cdot\|_{H^{-\alpha}}$ is a separable Hilbert space. It can be identified with the dual space of $H^{\alpha}$.

For all $\alpha \in \mathbb{R}$, let the linear operator $\Lambda^{\alpha}$ be defined as follows: for all $u \in H^{\alpha}$, set

$$
\Lambda^{\alpha / 2} u=\sum_{n \in \mathbb{N}} \lambda_{n}^{\alpha / 2}\left\langle u, e_{n}\right\rangle_{H} e_{n}
$$

For all $\alpha \in \mathbb{R}$, introduce the space

$$
\mathcal{H}^{\alpha}=H^{\alpha} \times H^{\alpha-1}
$$

and for all $x=(u, v), x_{1}=\left(u_{1}, v_{1}\right), x_{2}=\left(u_{2}, v_{2}\right) \in \mathcal{H}^{\alpha}$, define

$$
\begin{aligned}
\left\langle x_{1}, x_{2}\right\rangle_{\mathcal{H}^{\alpha}} & =\left\langle\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right)\right\rangle_{\mathcal{H}^{\alpha}}=\left\langle u_{1}, u_{2}\right\rangle_{H^{\alpha}}+\left\langle v_{1}, v_{2}\right\rangle_{H^{\alpha-1}} \\
\|x\|_{\mathcal{H}^{\alpha}}^{2} & =\|(u, v)\|_{\mathcal{H}^{\alpha}}^{2}=\langle x, x\rangle_{\mathcal{H}^{\alpha}}=\|u\|_{H^{\alpha}}^{2}+\|v\|_{H^{\alpha-1}}^{2}
\end{aligned}
$$

For all $\alpha \in \mathbb{R}$, the space $\mathcal{H}^{\alpha}$, equipped with the inner product $\langle\cdot, \cdot\rangle_{\mathcal{H}^{\alpha}}$ and the norm $\|\cdot\|_{\mathcal{H}^{\alpha}}$, is a separable Hilbert space. When $\alpha=0$, the notation $\mathcal{H}=\mathcal{H}^{0},\langle\cdot, \cdot\rangle_{\mathcal{H}}=\langle\cdot, \cdot\rangle_{\mathcal{H}^{0}}$ and $\|\cdot\|_{\mathcal{H}}=\|\cdot\|_{\mathcal{H}^{0}}$ is used in the sequel.

Observe that if $\alpha_{1}<\alpha_{2}$, one has $H^{\alpha_{2}} \subset H^{\alpha_{1}}$ and $\mathcal{H}^{\alpha_{2}} \subset \mathcal{H}^{\alpha_{1}}$, with continuous embeddings: for all $u \in H^{\alpha_{2}}$ and all $x \in \mathcal{H}^{\alpha_{2}}$, one has

$$
\begin{equation*}
\|u\|_{H^{\alpha_{1}}} \leqslant \lambda_{1}^{-\frac{\alpha_{2}-\alpha_{1}}{2}}\|u\|_{H^{\alpha_{2}}}, \quad\|x\|_{\mathcal{H}^{\alpha_{1}}} \leqslant \lambda_{1}^{-\frac{\alpha_{2}-\alpha_{1}}{2}}\|x\|_{\mathcal{H}^{\alpha_{2}}} . \tag{7}
\end{equation*}
$$

In addition, one has the following interpolation inequalities: if $\alpha_{1}<\alpha_{2}$ and $\alpha \in\left[\alpha_{1}, \alpha_{2}\right]$, for all $u \in H^{\alpha_{2}}$ and $x \in \mathcal{H}^{\alpha_{2}}$, one has

$$
\begin{equation*}
\|u\|_{H^{\alpha}} \leqslant\|u\|_{H^{\alpha_{1}}}^{\frac{\alpha_{2}-\alpha}{\alpha_{2}-\alpha_{1}}}\|u\|_{H^{\alpha 2}}^{\frac{\alpha-\alpha_{1}}{\alpha_{2}-\alpha_{1}}}, \quad\|x\|_{\mathcal{H}^{\alpha}} \leqslant\|x\|_{\mathcal{H}^{\alpha_{1}}}^{\frac{\alpha_{2}-\alpha}{\alpha_{2}-\alpha_{1}}}\|x\|_{\mathcal{H}^{\alpha_{2}}}^{\frac{\alpha_{2}-\alpha_{1}}{\alpha_{2}}} \tag{8}
\end{equation*}
$$

Let $\alpha \in \mathbb{R}$ be an arbitrary natural number. Define the projection operators $\Pi_{u}: \mathcal{H}^{\alpha} \rightarrow H^{\alpha}$ and $\Pi_{v}: \mathcal{H}^{\alpha} \rightarrow$ $H^{\alpha-1}$ such that for all $(u, v) \in \mathcal{H}^{\alpha}$ one has

$$
\Pi_{u}(u, v)=u \text { and } \Pi_{v}(u, v)=v
$$

The operators $\Pi_{u}$ and $\Pi_{v}$ depend on $\alpha$, however the dependence is omitted to simplify notation. Note that for all $\alpha \in \mathbb{R}$ and all $x=(u, v) \in \mathcal{H}^{\alpha}$, one has

$$
\max \left(\left\|\Pi_{u} x\right\|_{H^{\alpha}},\left\|\Pi_{v} x\right\|_{H^{\alpha-1}}\right) \leqslant\|x\|_{\mathcal{H}^{\alpha}}
$$

2.2. The damped wave equation semigroup. Let $\gamma \in(0, \infty)$ be a positive real number. We introduce the linear operator $A_{\gamma}$ defined as follows: for all $\alpha \in \mathbb{R}$ and for all $x=(u, v) \in \mathcal{H}^{\alpha+1}$, set

$$
A_{\gamma} x=(v,-\Lambda u-2 \gamma v) \in \mathcal{H}^{\alpha}
$$

The linear operator $A_{\gamma}$ can be considered as an unbounded linear operator on $\mathcal{H}$, with domain $\mathcal{H}^{1}$.
The linear operator $A_{\gamma}$ generates a semigroup of linear operators $\left(e^{t A_{\gamma}}\right)_{t \geqslant 0}$ which can be defined as follows: for all $t \geqslant 0$ and all $x=(u, v) \in \mathcal{H}$,

$$
\begin{equation*}
e^{t A_{\gamma}} x=\sum_{n \in \mathbb{N}}\left(u_{n}(t) e_{n}, v_{n}(t) e_{n}\right) \tag{9}
\end{equation*}
$$

where for all $n \in \mathbb{N}$ the mappings $u_{n}, v_{n}:[0, \infty) \rightarrow \mathbb{R}$ are the solutions of the linear two-dimensional systems
(10) $\frac{d}{d t}\binom{u_{n}(t)}{v_{n}(t)}=\left(\begin{array}{cc}0 & 1 \\ -\lambda_{n} & -2 \gamma\end{array}\right)\binom{u_{n}(t)}{v_{n}(t)}=\binom{v_{n}(t)}{-\lambda_{n} u_{n}(t)-2 \gamma v_{n}(t)}, t \geqslant 0 ; \quad\binom{u_{n}(0)}{v_{n}(0)}=\binom{\left\langle u, e_{n}\right\rangle_{H}}{\left\langle v, e_{n}\right\rangle_{H}}$.

Let us give the expressions of the solutions of the differential equations (10) above, for all $n \in \mathbb{N}$.

- If $\lambda_{n}-\gamma^{2}>0$, then for all $t \geqslant 0$ one has

$$
\left\{\begin{array}{l}
u_{n}(t)=e^{-\gamma t}\left(\left\langle u, e_{n}\right\rangle_{H} \cos \left(\sqrt{\lambda_{n}-\gamma^{2}} t\right)+\left(\gamma\left\langle u, e_{n}\right\rangle_{H}+\left\langle v, e_{n}\right\rangle_{H}\right) \frac{\sin \left(\sqrt{\lambda_{n}-\gamma^{2}} t\right)}{\sqrt{\lambda_{n}-\gamma^{2}}}\right)  \tag{11}\\
v_{n}(t)=e^{-\gamma t}\left(\left\langle v, e_{n}\right\rangle_{H} \cos \left(\sqrt{\lambda_{n}-\gamma^{2}} t\right)-\left(\lambda_{n}\left\langle u, e_{n}\right\rangle_{H}+\gamma\left\langle v, e_{n}\right\rangle_{H}\right) \frac{\sin \left(\sqrt{\lambda_{n}-\gamma^{2}} t\right)}{\sqrt{\lambda_{n}-\gamma^{2}}}\right) .
\end{array}\right.
$$

- If $\lambda_{n}-\gamma^{2}=0$, then for all $t \geqslant 0$ one has

$$
\left\{\begin{array}{l}
u_{n}(t)=e^{-\gamma t}\left(\left\langle u, e_{n}\right\rangle_{H}+\left(\gamma\left\langle u, e_{n}\right\rangle_{H}+\left\langle v, e_{n}\right\rangle_{H}\right) t\right)  \tag{12}\\
v_{n}(t)=e^{-\gamma t}\left(\left\langle v, e_{n}\right\rangle_{H}-\left(\lambda_{n}\left\langle u, e_{n}\right\rangle_{H}+\gamma\left\langle v, e_{n}\right\rangle_{H}\right) t\right)
\end{array}\right.
$$

- If $\lambda_{n}-\gamma^{2}<0$, then for all $t \geqslant 0$ one has

$$
\left\{\begin{array}{l}
u_{n}(t)=e^{-\gamma t}\left(\left\langle u, e_{n}\right\rangle_{H} \cosh \left(\sqrt{\gamma^{2}-\lambda_{n}} t\right)+\left(\gamma\left\langle u, e_{n}\right\rangle_{H}+\left\langle v, e_{n}\right\rangle_{H}\right) \frac{\sinh \left(\sqrt{\gamma^{2}-\lambda_{n}} t\right)}{\sqrt{\gamma^{2}-\lambda_{n}}}\right)  \tag{13}\\
v_{n}(t)=e^{-\gamma t}\left(\left\langle v, e_{n}\right\rangle_{H} \cosh \left(\sqrt{\gamma^{2}-\lambda_{n}} t\right)-\left(\lambda_{n}\left\langle u, e_{n}\right\rangle_{H}+\gamma\left\langle v, e_{n}\right\rangle_{H}\right) \frac{\sinh \left(\sqrt{\gamma^{2}-\lambda_{n}} t\right)}{\sqrt{\gamma^{2}-\lambda_{n}}}\right)
\end{array}\right.
$$

The expressions above can be found using the following observation: the auxiliary mapping $w_{n}: t \mapsto e^{\gamma t} u_{n}(t)$ is solution of the linear second-order differential equation

$$
w_{n}^{\prime \prime}(t)+\left(\lambda_{n}-\gamma^{2}\right) w_{n}(t)=0
$$

with initial values $w_{n}(0)=u_{n}(0)$ and $w_{n}^{\prime}(0)=u_{n}^{\prime}(0)+\gamma u_{n}(0)$.
Note that for all $n \in \mathbb{N}$ and all $t \geqslant 0$, one has

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left(\left|u_{n}(t)\right|^{2}+\lambda_{n}^{-1}\left|v_{n}(t)\right|^{2}\right)=-2 \gamma \lambda_{n}^{-1}\left|v_{n}(t)\right|^{2} \leqslant 0 \tag{14}
\end{equation*}
$$

which provides the following property for the semigroup $\left(e^{t A_{\gamma}}\right)_{t \geqslant 0}$ : for all $\gamma \in(0, \infty)$, all $t \geqslant 0$ and all $x \in \mathcal{H}$, one has

$$
\begin{equation*}
\left\|e^{t A_{\gamma}} x\right\|_{\mathcal{H}} \leqslant\|x\|_{\mathcal{H}} \tag{15}
\end{equation*}
$$

In order to study the long time behavior of exact and approximate solutions of the stochastic damped wave equation, the following property of the semigroup $\left(e^{t A_{\gamma}}\right)_{t \geqslant 0}$ is required.

Lemma 2.1. Let $\gamma \in(0, \infty)$. There exist $M(\gamma) \in(0, \infty)$ and $\rho(\gamma) \in(0, \infty)$ such that for all $t \in[0, \infty)$, all $\alpha \in \mathbb{R}$ and all $x \in \mathcal{H}^{\alpha}$, one has

$$
\begin{equation*}
\left\|e^{t A_{\gamma}} x\right\|_{\mathcal{H}^{\alpha}} \leqslant M(\gamma) e^{-\rho(\gamma) t}\|x\|_{\mathcal{H}^{\alpha}} \tag{16}
\end{equation*}
$$

The proof of Lemma 2.1 is postponed to the appendix, see Section A. The techniques of the proof are similar to those used in [37, Lemma 5.1]. Note that if the condition $\lambda_{1}>\gamma^{2}$ is satisfied, then it suffices to use the expression (11) of the solution $\left(u_{n}(t), v_{n}(t)\right)$ at time $t \geqslant 0$ of (10) to obtain a simpler proof of (16). The proof provided in Section A covers the general case.
Lemma 2.2. For all $\alpha \in[0,1]$, there exists $C(\alpha, \gamma) \in(0, \infty)$ such that for all $t \in[0,1]$ and all $x \in \mathcal{H}^{\alpha}$, one has

$$
\begin{equation*}
\left\|e^{t A_{\gamma}} x-x\right\|_{\mathcal{H}} \leqslant C(\alpha, \gamma) t^{\alpha}\|x\|_{\mathcal{H}^{\alpha}} \tag{17}
\end{equation*}
$$

Proof. Let $n \in \mathbb{N}$, and let $t \mapsto\left(u_{n}(t), v_{n}(t)\right)$ denote the solution of (10). On the one hand, the inequality

$$
\left|u_{n}(t)\right|^{2}+\lambda_{n}^{-1}\left|v_{n}(t)\right|^{2} \leqslant\left|u_{n}(0)\right|^{2}+\lambda_{n}^{-1}\left|v_{n}(0)\right|^{2}
$$

which follows from the inequality (14) above, implies that for all $t \geqslant 0$ one has

$$
\left|u_{n}(t)-u_{n}(0)\right|^{2}+\lambda_{n}^{-1}\left|v_{n}(t)-v_{n}(0)\right|^{2} \leqslant 4\left|u_{n}(0)\right|^{2}+4 \lambda_{n}^{-1}\left|v_{n}(0)\right|^{2} .
$$

On the other hand, using the fundamental theorem of calculus and the upper bound above gives

$$
\begin{aligned}
\left|u_{n}(t)-u_{n}(0)\right|^{2} & =\left(\int_{0}^{t} v_{n}(s) d s\right)^{2} \leqslant t^{2} \lambda_{n}\left(\left|u_{n}(0)\right|^{2}+\lambda_{n}^{-1}\left|v_{n}(0)\right|^{2}\right) \\
\lambda_{n}^{-1}\left|v_{n}(t)-v_{n}(0)\right|^{2} & =\lambda_{n}^{-1}\left(\int_{0}^{t}\left(2 \gamma v_{n}(s)+\lambda_{n} u_{n}(s)\right) d s\right)^{2} \leqslant C(\gamma) t^{2} \lambda_{n}\left(\left|u_{n}(0)\right|^{2}+\lambda_{n}^{-1}\left|v_{n}(0)\right|^{2}\right)
\end{aligned}
$$

for some positive real number $C(\gamma) \in(0, \infty)$.
Let $\alpha \in[0,1]$, then combining the two inequalities above, for all $t \geqslant 0$ and $n \in \mathbb{N}$ one has

$$
\left|u_{n}(t)-u_{n}(0)\right|^{2}+\lambda_{n}^{-1}\left|v_{n}(t)-v_{n}(0)\right|^{2} \leqslant C(\alpha, \gamma) t^{2 \alpha} \lambda_{n}^{\alpha}\left(\left|u_{n}(0)\right|^{2}+\lambda_{n}^{-1}\left|v_{n}(0)\right|^{2}\right)
$$

with $C(\alpha, \gamma)=4^{1-\alpha} C(\gamma)^{\alpha}$. It remains to see that for all $t \in[0,1]$ and all $x \in \mathcal{H}^{\alpha}$ one has

$$
\begin{aligned}
\left\|e^{t A_{\gamma}} x-x\right\|_{\mathcal{H}}^{2} & =\sum_{n \in \mathbb{N}}\left(\left|u_{n}(t)-u_{n}(0)\right|^{2}+\lambda_{n}^{-1}\left|v_{n}(t)-v_{n}(0)\right|^{2}\right) \\
& \leqslant C(\alpha, \gamma) t^{2 \alpha} \sum_{n \in \mathbb{N}} \lambda_{n}^{\alpha}\left(\left|u_{n}(0)\right|^{2}+\lambda_{n}^{-1}\left|v_{n}(0)\right|^{2}\right) \\
& =C(\alpha, \gamma) t^{2 \alpha}\|x\|_{\mathcal{H}^{\alpha}}^{2}
\end{aligned}
$$

to conclude the proof.
2.3. Nonlinearity. The nonlinearity is given by a mapping $f: u \in H \mapsto f(u) \in H$. Given such a function $f$, the mapping $F: \mathcal{H} \rightarrow \mathcal{H}^{1}$ is then defined as follows: for all $(u, v) \in \mathcal{H}$,

$$
\begin{equation*}
F(u, v)=(0, f(u)) \tag{18}
\end{equation*}
$$

The mapping $f$ is assumed to be globally Lipschitz continuous, with Lipschitz constant $\mathrm{L}_{f}$ defined by

$$
\mathrm{L}_{f}=\sup _{u_{1}, u_{2} \in H, u_{1} \neq u_{2}} \frac{\left\|f\left(u_{2}\right)-f\left(u_{1}\right)\right\|_{H}}{\left\|u_{2}-u_{1}\right\|_{H}} \in[0, \infty) .
$$

Due to the definitions of the nonlinearity $F$ and of the norms $\|\cdot\|_{\mathcal{H}}$ and $\|\cdot\|_{\mathcal{H}^{1}}$, one then has the following inequalities: for all $x_{1}=\left(u_{1}, v_{1}\right), x_{2}=\left(u_{2}, v_{2}\right) \in \mathcal{H}$,

$$
\begin{align*}
& \left\|F\left(x_{2}\right)-F\left(x_{1}\right)\right\|_{\mathcal{H}^{1}}=\left\|f\left(u_{2}\right)-f\left(u_{1}\right)\right\|_{H} \leqslant \mathrm{~L}_{f}\left\|u_{2}-u_{1}\right\|_{H} \leqslant \mathrm{~L}_{f}\left\|x_{2}-x_{1}\right\|_{\mathcal{H}}  \tag{19}\\
& \left\|F\left(x_{2}\right)-F\left(x_{1}\right)\right\|_{\mathcal{H}} \leqslant \lambda_{1}^{-\frac{1}{2}}\left\|F\left(x_{2}\right)-F\left(x_{1}\right)\right\|_{\mathcal{H}^{1}} \leqslant \frac{\mathrm{~L}_{f}}{\sqrt{\lambda_{1}}}\left\|x_{2}-x_{1}\right\|_{\mathcal{H}} \tag{20}
\end{align*}
$$

The inequalities (19) and (20) show that the mappings $F: \mathcal{H} \rightarrow \mathcal{H}^{1}$ and $F: \mathcal{H} \rightarrow \mathcal{H}$ are globally Lipschitz continuous.

The analysis of the long time behavior of the exact and approximate solutions of the considered stochastic damped wave equation is performed under the following condition which is assumed to be satisfied in the article.

Assumption 2.1. Let $\gamma \in(0, \infty)$ be given, then the Lipschitz constant $\mathrm{L}_{f}$ of $f$ is assumed to satisfy the condition

$$
\begin{equation*}
M(\gamma) \mathrm{L}_{f}<\rho(\gamma) \sqrt{\lambda_{1}} \tag{21}
\end{equation*}
$$

where $M(\gamma), \rho(\gamma) \in(0, \infty)$ are given by Lemma 2.1.
In order to simplify notation in the sequel, it is convenient to set

$$
\begin{equation*}
\rho(\gamma, f)=\rho(\gamma)-\frac{M(\gamma) \mathrm{L}_{f}}{\sqrt{\lambda_{1}}} \tag{22}
\end{equation*}
$$

which is a positive real number owing to Assumption 2.1.
It remains to state the regularity conditions imposed on the nonlinearity $f$. Similar conditions are for instance considered in 42, and can be found in the literature. They are satisfied for Nemytskii operators.

Assumption 2.2. It is assumed that $f: H \rightarrow H^{-1}$ is of class $\mathcal{C}^{2}$ with bounded first and second derivatives.
In addition, it is assumed that for all $\alpha \in[0,1]$, there exists $C_{\alpha} \in(0, \infty)$ such that for all $u \in H^{\alpha}$ one has

$$
\begin{equation*}
\|f(u)\|_{H^{\alpha}} \leqslant C_{\alpha}\left(1+\|u\|_{H^{\alpha}}\right) \tag{23}
\end{equation*}
$$

and it is assumed that for all $\alpha \in[0,1 / 2)$, there exists $C_{\alpha} \in(0, \infty)$ such that for all $u_{1}, u_{2} \in H^{\alpha}$ one has

$$
\begin{equation*}
\left\|f\left(u_{2}\right)-f\left(u_{1}\right)\right\|_{H^{-1}} \leqslant C_{\alpha}\left(1+\left\|u_{1}\right\|_{H^{\alpha}}+\left\|u_{2}\right\|_{H^{\alpha}}\right)\left\|u_{2}-u_{1}\right\|_{H^{-\alpha}} \tag{24}
\end{equation*}
$$

The condition (23) is useful to prove moment bounds in the $\|\cdot\|_{\mathcal{H}^{\alpha}}$ norm (see Proposition 3.1. The condition (24) is useful in the proof of Theorem 4.4,

Let us state some useful consequences of Assumption 2.2 First, the mapping $F: \mathcal{H} \rightarrow \mathcal{H}$ defined by (18) is of class $\mathcal{C}^{2}$ with bounded first and second derivatives: there exists $C_{F} \in(0, \infty)$ such that for all $x, h, k \in \mathcal{H}$ one has

$$
\begin{equation*}
\|D F(x) \cdot h\|_{\mathcal{H}} \leqslant C_{F}\|h\|_{\mathcal{H}}, \quad\left\|D^{2} F(x) \cdot(h, k)\right\|_{\mathcal{H}} \leqslant C_{F}\|h\|_{\mathcal{H}}\|k\|_{\mathcal{H}} . \tag{25}
\end{equation*}
$$

Moreover, the condition (23) implies the following properties:

- if $\alpha \in[1,2]$, for all $x \in \mathcal{H}^{\alpha}$ one has

$$
\begin{equation*}
\|F(x)\|_{\mathcal{H}^{\alpha}} \leqslant C_{\alpha}\left(1+\|x\|_{\mathcal{H}^{\alpha / 2}}\right) \tag{26}
\end{equation*}
$$

- if $\alpha \in[0,1]$, for all $x \in \mathcal{H}$ one has

$$
\begin{equation*}
\|F(x)\|_{\mathcal{H}^{\alpha}} \leqslant C_{0}\left(1+\|x\|_{\mathcal{H}}\right) \tag{27}
\end{equation*}
$$

The proof of the inequality (26) is straightforward: if $x=(u, v) \in \mathcal{H}^{\alpha}$, using the inequality (23) one has

$$
\|F(x)\|_{\mathcal{H}^{\alpha}}=\|f(u)\|_{H^{\alpha-1}} \leqslant C_{\alpha}\left(1+\|u\|_{H^{\alpha-1}}\right) \leqslant C_{\alpha}\left(1+\|x\|_{\mathcal{H}^{\alpha-1}}\right) \leqslant C_{\alpha}\left(1+\|x\|_{\mathcal{H}^{\alpha / 2}}\right)
$$

using the inequality $\alpha-1 \leqslant \alpha / 2$ in the last step. In addition, to prove the inequality (27), it suffices to observe that for all $x \in \mathcal{H}$ one has $\|F(x)\|_{\mathcal{H}^{\alpha}} \leqslant\|F(x)\|_{\mathcal{H}^{1}} \leqslant\|f(u)\|_{H}$.

Finally, the condition (24) from Assumption 2.2 implies the following result: if $\beta \in\left[\frac{1}{2}, 1\right]$, for all $x \in \mathcal{H}^{\beta}$, one has

$$
\begin{equation*}
\left\|f\left(u_{2}\right)-f\left(u_{1}\right)\right\|_{H^{-1}} \leqslant C_{\beta}\left(1+\left\|u_{1}\right\|_{H^{\beta}}+\left\|u_{2}\right\|_{H^{\beta}}\right)\left\|u_{2}-u_{1}\right\|_{H^{\beta-1}} \tag{28}
\end{equation*}
$$

That result follows from applying (24) with $\alpha=1-\beta$, noting that $\beta \geqslant 1-\beta$ and using the inequality (7).
2.4. The Wiener process. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, where the expectation operator is denoted by $\mathbb{E}[\cdot]$. A filtration $\left(\mathcal{F}_{t}\right)_{t \geqslant 0}$ satisfying the usual conditions is considered.

The stochastic evolution equation considered in this paper is driven by a $\mathcal{H}$-valued $Q$-Wiener process $\left(\mathcal{W}^{Q}(t)\right)_{t \geqslant 0}$, adapted to the filtration, which has the expression

$$
\begin{equation*}
\mathcal{W}^{Q}(t)=\left(0, W^{Q}(t)\right), \quad \forall t \geqslant 0 \tag{29}
\end{equation*}
$$

where $\left(W^{Q}(t)\right)_{t \geqslant 0}$ is a $Q$-Wiener process taking values in $H^{-1}$, which can be described as follows: there exists a sequence $\left(\beta_{n}\right)_{n \in \mathbb{N}}$ of independent standard real-valued Wiener processes, adapted to the filtration
$\left(\mathcal{F}_{t}\right)_{t \geqslant 0}$ a sequence $\left(q_{n}\right)_{n \in \mathbb{N}}$ of nonnegative real numbers and a complete orthonormal system $\left(e_{n}^{Q}\right)_{n \in \mathbb{N}}$ of $H$, such that for all $t \geqslant 0$ one has

$$
\begin{equation*}
W^{Q}(t)=\sum_{n \in \mathbb{N}} \sqrt{q_{n}} \beta_{n}(t) e_{n}^{Q}, \quad \forall t \geqslant 0 \tag{30}
\end{equation*}
$$

To ensure that the Wiener process $\left(W^{Q}(t)\right)_{t \geqslant 0}$ takes values in $H^{-1}$, and therefore that the Wiener process $\left(\mathcal{W}^{Q}(t)\right)_{t \geqslant 0}$ takes values in $\mathcal{H}$, the condition

$$
\begin{equation*}
\sum_{n \in \mathbb{N}} q_{n}\left\|e_{n}^{Q}\right\|_{H^{-1}}^{2}<\infty \tag{31}
\end{equation*}
$$

is imposed. Introduce the linear operators $Q$ and $Q^{1 / 2}$, defined by

$$
\begin{aligned}
Q h & =\sum_{n \in \mathbb{N}} q_{n}\left\langle h, e_{n}^{Q}\right\rangle_{H} e_{n}^{Q}, \\
Q^{1 / 2} h & =\sum_{n \in \mathbb{N}} \sqrt{q_{n}}\left\langle h, e_{n}^{Q}\right\rangle_{H} e_{n}^{Q} .
\end{aligned}
$$

The condition (31) above means that $Q^{1 / 2}$ is an Hilbert-Schmidt linear operator from $H$ to $H^{-1}$ : one has

$$
\left\|Q^{1 / 2}\right\|_{\mathcal{L}_{2}\left(H, H^{-1}\right)}^{2}=\sum_{n \in \mathbb{N}}\left\|Q^{1 / 2} e_{n}^{Q}\right\|_{H^{-1}}^{2}=\sum_{n \in \mathbb{N}} q_{n}\left\|e_{n}^{Q}\right\|_{H^{-1}}^{2}<\infty
$$

In the sequel the following condition, which is stronger than (31), is imposed.
Assumption 2.3. It is assumed that there exists $\beta \in(0,1]$ such that

$$
\begin{equation*}
\left\|Q^{1 / 2}\right\|_{\mathcal{L}_{2}\left(H, H^{\beta-1}\right)}^{2}=\sum_{n \in \mathbb{N}}\left\|Q^{1 / 2} e_{n}^{Q}\right\|_{H^{\beta-1}}^{2}=\sum_{n \in \mathbb{N}} q_{n}\left\|e_{n}^{Q}\right\|_{H^{\beta-1}}^{2}<\infty \tag{32}
\end{equation*}
$$

If Assumption 2.3 holds, and if $\beta \in(0,1]$ is such that the condition (32) holds, then the Wiener process $\left(\mathcal{W}^{Q}(t)\right)_{t \geqslant 0}$ takes values in $\mathcal{H}^{\beta}$. In this case, for all $p \in[1, \infty)$ there exists $C_{\beta, p} \in(0, \infty)$ such that for all $t, s \geqslant 0$ one has

$$
\begin{equation*}
\mathbb{E}\left[\left\|\mathcal{W}^{Q}(t)-\mathcal{W}^{Q}(s)\right\|_{\mathcal{H}^{\beta}}^{p}\right]=C_{\beta, p}(t-s)^{\frac{p}{2}} . \tag{33}
\end{equation*}
$$

If the complete orthonormal systems $\left(e_{n}\right)_{n \in \mathbb{N}}$ and $\left(e_{n}^{Q}\right)_{n \in \mathbb{N}}$ of $H$ coincide, then the linear operator $\Lambda$ and the covariance operator $\Lambda$ commute. In the sequel, this situation is referred to as the commutative noise case. On the contrary, the expression non-commutative noise case is used if the commutativity assumption does not hold. Many arguments in the analysis hold in both cases, however it is sometimes necessary to treat the two cases separately. In fact, the orders of convergence obtained below are higher in the commutative noise case. A parameter $\theta$ is introduced in the statements and proofs below: we set $\theta=1$ in the commutative noise case, and $\theta=1 / 2$ in the non-commutative noise case.

Let us give examples of covariance operators $Q$ and give the admissible values of $\beta$ in Assumption 2.3 for these examples. First, if $Q$ is a trace-class linear operator from $H$ to $H$, then the condition (32) is satisfied for $\beta=1$ (and for all $\beta \in[0,1]$ as a consequence of (7)). Second, if $Q$ is the identity operator, the choice of the complete orthonormal system $\left(e_{n}^{Q}\right)_{n \in \mathbb{N}}$ is arbitrariy so one can choose $e_{n}^{Q}=e_{n}$ for all $n \in \mathbb{N}$, and one has the commutative noise situation. In that case the condition (32) is satisfied if and only if $\sum_{n \in \mathbb{N}} \lambda_{n}^{\beta-1}<\infty$. On the one hand, if $d=1$, then one has $\lambda_{n} \sim \mathrm{c}_{d} n^{2}$ and the condition (32) is satisfied if and only if $\beta<1 / 2$. On the other hand, if $d \geqslant 2$, then one has $\lambda_{n} \sim \mathrm{c}_{d} n^{2 / d}$ and the condition (32) is not satisfied, for any $\beta \geqslant 0$.

We refer to for instance [18, Chapter 4] for the theory of stochastic integration in Hilbert spaces.

## 3. The stochastic Damped wave equation

In this work we consider the stochastic evolution equation

$$
\left\{\begin{array}{l}
d u(t)=v(t) d t  \tag{34}\\
d v(t)=(-\Lambda u(t)-2 \gamma v(t)) d t+f(u(t)) d t+d W^{Q}(t) \\
u(0)=u_{0}, \quad v(0)=v_{0}
\end{array}\right.
$$

where the unknowns $(u(t))_{t \geqslant 0}$ and $(v(t))_{t \geqslant 0}$ are $H$ and $H^{-1}$-valued stochastic processes respectively. In the sequel, we consider the equivalent formulation

$$
\left\{\begin{array}{l}
d X(t)=A_{\gamma} X(t) d t+F(X(t)) d t+d \mathcal{W}^{Q}(t)  \tag{35}\\
X(0)=x_{0}
\end{array}\right.
$$

where the unknown $(X(t))_{t \geqslant 0}$ is a $\mathcal{H}$-valued stochastic processes, and where $X(t)=(u(t), v(t))$ for all $t \geqslant 0$. The linear operator $A_{\gamma}$, the nonlinearity $F$ and the Wiener process $\mathcal{W}^{Q}$ have been introduced in Section 2 The initial value $x_{0}=\left(u_{0}, v_{0}\right)$ is a $\mathcal{F}_{0}$-measurable $\mathcal{H}$-valued Gaussian random variable.

Let us recall that a $\mathcal{H}$-valued stochastic process $(X(t))_{t \geqslant 0}$ (adapted to the filtration $\left(\mathcal{F}_{t}\right)_{t \geqslant 0}$ and with continuous trajectories) is a mild solution of the stochastic evolution equation (35) with initial value $X(0)=$ $x_{0}$, if for all $t \geqslant 0$ almost surely one has

$$
\begin{equation*}
X(t)=e^{t A_{\gamma}} x_{0}+\int_{0}^{t} e^{(t-s) A_{\gamma}} F(X(s)) d s+\int_{0}^{t} e^{(t-s) A_{\gamma}} d \mathcal{W}^{Q}(s) \tag{36}
\end{equation*}
$$

where the semigroup $\left(e^{t A_{\gamma}}\right)_{t \geqslant 0}$ is given by (9). In order to study well-posedness, regularity properties and long-time behavior of mild solutions of (35), it is first necessary to analyze the properties of the stochastic convolution, defined by

$$
\begin{equation*}
\mathcal{Z}(t)=\int_{0}^{t} e^{(t-s) A_{\gamma}} d \mathcal{W}^{Q}(s), \quad t \geqslant 0 \tag{37}
\end{equation*}
$$

One has the following result.
Lemma 3.1. Let Assumption 2.3 be satisfied. For any $\beta \in(0,1]$ such that the condition (32) holds, for all $p \in[1, \infty)$, one has

$$
\begin{equation*}
\sup _{t \geqslant 0} \mathbb{E}\left[\|\mathcal{Z}(t)\|_{\mathcal{H}^{\beta}}^{p}\right]<\infty \tag{38}
\end{equation*}
$$

Proof. For any $t \geqslant 0, \mathcal{Z}(t)$ is a Gaussian random variable, therefore it suffices to prove the moment bounds (38) for $p=2$. Using Itô's isometry and the inequality (16) from Lemma 2.1) one has

$$
\begin{aligned}
\mathbb{E}\left[\|\mathcal{Z}(t)\|_{\mathcal{H}^{\beta}}^{2}\right] & =\int_{0}^{t} \sum_{n \in \mathbb{N}} q_{n}\left\|e^{(t-s) A_{\gamma}}\left(0, e_{n}^{Q}\right)\right\|_{\mathcal{H}^{\beta}}^{2} d s \\
& \leqslant(M(\gamma))^{2} \int_{0}^{t} e^{-2 \rho(\gamma)(t-s)} d s \sum_{n \in \mathbb{N}} q_{n}\left\|e_{n}^{Q}\right\|_{H^{\beta-1}}^{2} \\
& \leqslant \frac{(M(\gamma))^{2}}{2 \rho(\gamma)}\left\|Q^{1 / 2}\right\|_{\mathcal{L}_{2}\left(H, H^{\beta-1}\right)}^{2}<\infty,
\end{aligned}
$$

using the assumption that the condition (32) is satisfied in the last step. This concludes the proof.
It is then straightforward to prove that for any $\mathcal{F}_{0}$-measurable $\mathcal{H}$-valued initial value $x_{0}$, there exists a unique global mild solution (36) of the stochastic evolution equation (35), which can be constructed using a standard fixed point procedure (note that the nonlinearity $F$ from $\mathcal{H}$ to $\mathcal{H}$ is globally Lipschitz continuous, see (20)). The details of this standard proof are omitted. In addition, $X(t)$ takes values in $\mathcal{H}^{\beta}$ for $\beta \in[0,1]$, if $x_{0} \in \mathcal{H}^{\beta}$ and if the condition (32) is satisfied.

We now focus on proving two properties of the mild solutions of (35). We first study moment bounds which are uniform in time, and second we show the existence and uniqueness of an invariant distribution denoted by $\mu_{\infty}$. These two properties require Assumption 2.1 to be satisfied.

Proposition 3.1. Let Assumptions 2.1 and 2.3 be satisfied. Let $p \in[1, \infty)$. Let $\beta \in[0,1]$, such that the condition (32) is satisfied. There exists $C_{\beta, p} \in(0, \infty)$ such that if the initial condition $X(0)=x_{0}$ is a $\mathcal{F}_{0}$-measurable random variable, which satisfies $\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]<\infty$, then one has

$$
\begin{gather*}
\sup _{t \geqslant 0} \mathbb{E}\left[\|X(t)\|_{\mathcal{H}^{\beta}}^{p}\right] \leqslant C_{\beta, p}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]\right) .  \tag{39}\\
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\end{gather*}
$$

Proof. Introduce the auxiliary process $(Y(t))_{t \geqslant 0}$ defined by

$$
Y(t)=X(t)-\mathcal{Z}(t)
$$

where $(X(t))_{t \geqslant 0}$ is the mild solution of (35) and $(\mathcal{Z}(t))_{t \geqslant 0}$ is the stochastic convolution given by (37). In order to prove (39) for $\beta=0$, owing to Lemma 3.1] it suffices to check that

$$
\sup _{t \geqslant 0} \mathbb{E}\left[\|Y(t)\|_{\mathcal{H}}^{p}\right] \leqslant C_{\beta, p}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}}^{p}\right]\right)
$$

For all $t \geqslant 0$, one has

$$
Y(t)=e^{t A_{\gamma}} x_{0}+\int_{0}^{t} e^{(t-s) A_{\gamma}} F(Y(s)+\mathcal{Z}(s)) d s
$$

Using the inequality (16) from Lemma 2.1 and the Lipschitz continuity property (20) of $F$ from $\mathcal{H}$ to $\mathcal{H}$, one obtains, for all $t \geqslant 0$,

$$
\|Y(t)\|_{\mathcal{H}} \leqslant M(\gamma) e^{-\rho(\gamma) t}\left\|x_{0}\right\|_{\mathcal{H}}+\int_{0}^{t} \frac{\mathrm{~L}_{f} M(\gamma)}{\sqrt{\lambda_{1}}} e^{-\rho(\gamma)(t-s)}\|Y(s)\|_{\mathcal{H}} d s+\int_{0}^{t} M(\gamma) e^{-\rho(\gamma)(t-s)}\|F(\mathcal{Z}(s))\|_{\mathcal{H}} d s
$$

Using Minkowskii's inequality and the moment bounds (38) from Lemma 3.1 for the stochastic convolution $\mathcal{Z}(t)$, for any $p \in[1, \infty)$ there exists $C_{p} \in(0, \infty)$ such that one has for all $t \geqslant 0$

$$
\left(\mathbb{E}\left[\|Y(t)\|_{\mathcal{H}}^{p}\right]\right)^{\frac{1}{p}} \leqslant C_{p}\left(1+\left(\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}}^{p}\right]\right)^{\frac{1}{p}}\right)+\int_{0}^{t} \frac{\mathrm{~L}_{f} M(\gamma)}{\sqrt{\lambda_{1}}} e^{-\rho(\gamma)(t-s)}\left(\mathbb{E}\left[\|Y(s)\|_{\mathcal{H}}^{p}\right]\right)^{\frac{1}{p}} d s
$$

The condition (21) ensures that one has $\frac{\mathrm{L}_{f} M(\gamma)}{\sqrt{\lambda_{1}}}<\rho(\gamma)$. As a consequence, applying the Gronwall inequality to the mapping $t \mapsto e^{\rho(\gamma) t}\left(\mathbb{E}\left[\|Y(t)\|_{\mathcal{H}}^{p}\right]\right)^{\frac{1}{p}}$ one obtains

$$
\sup _{t \geqslant 0}\left(\mathbb{E}\left[\|Y(t)\|_{\mathcal{H}}^{p}\right]\right)^{\frac{1}{p}} \leqslant C_{p}\left(1+\left(\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}}^{p}\right]\right)^{\frac{1}{p}}\right)
$$

which proves the inequality (39) for $\beta=0$.
Let now $\beta \in(0,1]$ and assume that the condition (32) holds, and that the initial value $x_{0}$ satisfies $\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]<\infty$. Since $F$ is globally Lipschitz continuous from $\mathcal{H}$ to $\mathcal{H}^{1}$, see (19), it is also globally Lipschitz continuous from $\mathcal{H}$ to $\mathcal{H}^{\beta}$ owing to the inequality (7). Therefore there exists $C_{\beta} \in(0, \infty)$ such that, using the mild formulation (36), for all $t \geqslant 0$ one has

$$
\|X(t)\|_{\mathcal{H}^{\beta}} \leqslant\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}+C_{\beta} \int_{0}^{t} e^{-\rho(\gamma)(t-s)}\left(1+\|X(s)\|_{\mathcal{H}}\right) d s+\|\mathcal{Z}(t)\|_{\mathcal{H}^{\beta}}
$$

Using Minkowskii's inequality, the moment bounds for $\beta=0$ established above and the moment bounds (38) from Lemma 3.1 for the stochastic convolution $\mathcal{Z}(t)$, one obtains

$$
\sup _{t \geqslant 0}\left(\mathbb{E}\left[\|X(t)\|_{\mathcal{H}^{\beta}}^{p}\right]\right)^{\frac{1}{p}} \leqslant C_{\beta, p}\left(1+\left(\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]\right)^{\frac{1}{p}}\right) .
$$

The proof of the moment bounds (39) is thus completed.
Proposition 3.2. Let Assumptions 2.1 and 2.3 be satisfied. The $\mathcal{H}$-valued Markov process $(X(t))_{t \geqslant 0}$ admits a unique invariant probability distribution $\mu_{\infty}$, which satisfies the following properties.

- If $x_{0}$ has distribution $\mu_{\infty}$, then for all $t \geqslant 0 X(t)$ has distribution $\mu_{\infty}$.
- For all $\beta \in[0,1]$ such that the condition (32) is satisfied and all $p \in[1, \infty)$, one has

$$
\begin{equation*}
\int\|x\|_{\mathcal{H}^{\beta}}^{2 p} d \mu_{\infty}(x)<\infty \tag{40}
\end{equation*}
$$

- There exists $C \in(0, \infty)$, such that if $\varphi: \mathcal{H} \rightarrow \mathbb{R}$ is a Lipschitz continuous mapping, for all $t \geqslant 0$ one has

$$
\begin{equation*}
\left|\mathbb{E}[\varphi(X(t))]-\int \varphi d \mu_{\infty}\right| \leqslant C \operatorname{Lip}(\varphi) e^{-\rho(\gamma, f) t}\left(1+\mathbb{E}\left[\|X(0)\|_{\mathcal{H}}\right]\right) \tag{41}
\end{equation*}
$$

where $\rho(\gamma, f)>0$ is defined by (22) and $\operatorname{Lip}(\varphi)=\sup _{x_{1}, x_{2} \in \mathcal{H}, x_{1} \neq x_{2}} \frac{\left|\varphi\left(x_{2}\right)-\varphi\left(x_{1}\right)\right|}{\left\|x_{2}-x_{1}\right\|_{H}}$.

Proof. Let $x_{0,1} \in \mathcal{H}$ and $x_{0,2} \in \mathcal{H}$ be two arbitrary initial values, and denote by $\left(X_{1}(t)\right)_{t \geqslant 0}$ and $\left(X_{2}(t)\right)_{t \geqslant 0}$ the mild solutions given by (36) of the stochastic evolution equation (35), driven by the same Wiener process $\left(\mathcal{W}^{Q}(t)\right)_{t \geqslant 0}$, and with initial values $X_{1}(0)=x_{0,1}$ and $X_{2}(0)=x_{0,2}$ respectively.

We claim that for all $t \geqslant 0$ one has

$$
\begin{equation*}
\left\|X_{2}(t)-X_{1}(t)\right\|_{\mathcal{H}} \leqslant e^{-\rho(\gamma, f) t}\left\|x_{0,2}-x_{0,1}\right\|_{\mathcal{H}} \tag{42}
\end{equation*}
$$

where the positive real number $\rho(\gamma, f)>0$ is defined by (22). All the items of Proposition 3.2 can then be obtained using standard arguments, the details are omitted.

The proof of the claim (42) is straightforward. Let $r(t)=\left\|X_{2}(t)-X_{1}(t)\right\|_{\mathcal{H}}$ for all $t \geqslant 0$. Using the mild formulation (36), the inequality (16) from Lemma 2.1 and the Lipschitz continuity property (20) of $F$ from $\mathcal{H}$ to $\mathcal{H}$, for all $t \geqslant 0$ one obtains

$$
\begin{aligned}
r(t) & \leqslant M(\gamma) e^{-\rho(\gamma) t}\left\|x_{0,2}-x_{0,1}\right\|_{\mathcal{H}}+\int_{0}^{t} M(\gamma) e^{-\rho(\gamma)(t-s)}\left\|F\left(X_{2}(s)\right)-F\left(X_{1}(s)\right)\right\|_{\mathcal{H}} d s \\
& \leqslant M(\gamma) e^{-\rho(\gamma) t} r(0)+\int_{0}^{t} \frac{M(\gamma) \mathrm{L}_{f}}{\sqrt{\lambda_{1}}} e^{-\rho(\gamma)(t-s)}\|r(s)\|_{\mathcal{H}} d s
\end{aligned}
$$

Applying the Gronwall inequality to the mapping $t \mapsto e^{\rho(\gamma) t}\|r(t)\|_{\mathcal{H}}$ and using the condition (21) from Assumption 2.1 then yields the claim (42).

This concludes the proof of Proposition 3.2 .

## 4. Numerical methods and convergence results

4.1. Spatial discretization: spectral Galerkin method. For any integer $N \in \mathbb{N}$, introduce the finite dimensional spaces

$$
\begin{equation*}
H_{N}=\operatorname{span}\left\{e_{1}, \ldots, e_{N}\right\}, \quad \mathcal{H}_{N}=\operatorname{span}\left\{\left(e_{1}, 0\right),\left(0, e_{1}\right), \ldots,\left(e_{N}, 0\right),\left(0, e_{N}\right)\right\} \tag{43}
\end{equation*}
$$

Observe that one has $\left\|\left(0, e_{n}\right)\right\|_{\mathcal{H}}=\left\|e_{n}\right\|_{H^{-1}}=\lambda_{n}^{-\frac{1}{2}}$, therefore $\left(e_{1}, 0\right),\left(0, \sqrt{\lambda_{1}} e_{1}\right), \ldots,\left(e_{N}, 0\right),\left(0, \sqrt{\lambda_{N}} e_{N}\right)$ is an orthonormal system of the finite dimensional space $\mathcal{H}_{N}$.

In addition, introduce the associated orthogonal projection operators denoted by $P_{N}$ and $\mathcal{P}_{N}$ : for all $u=\sum_{n \in \mathbb{N}}\left\langle u, e_{n}\right\rangle_{H} e_{n} \in \mathcal{H}^{-1}$, one has

$$
\begin{equation*}
P_{N} u=\sum_{n=1}^{N}\left\langle u, e_{n}\right\rangle_{H} e_{n} \tag{44}
\end{equation*}
$$

and for all $x=(u, v) \in \mathcal{H}$, one has
$\mathcal{P}_{N} x=\left(P_{N} u, P_{N} v\right)=\left(\sum_{n=1}^{N}\left\langle u, e_{n}\right\rangle_{H} e_{n}, \sum_{n=1}^{N}\left\langle v, e_{n}\right\rangle_{H} e_{n}\right)=\sum_{n=1}^{N}\left\langle x,\left(e_{n}, 0\right)\right\rangle_{\mathcal{H}}\left(e_{n}, 0\right)+\sum_{n=1}^{N} \lambda_{n}\left\langle x,\left(0, e_{n}\right)\right\rangle_{\mathcal{H}}\left(0, e_{n}\right)$.
One has the following result: for all $\alpha \in[0, \infty)$, for all $x \in \mathcal{H}^{\alpha}$ and $N \in \mathbb{N}$, one has

$$
\begin{equation*}
\left\|\mathcal{P}_{N} x-x\right\|_{\mathcal{H}} \leqslant \lambda_{N}^{-\frac{\alpha}{2}}\|x\|_{\mathcal{H}^{\alpha}} \tag{46}
\end{equation*}
$$

Note that the unbounded linear operator $A_{\gamma}$ semigroup $\left(e^{t A_{\gamma}}\right)_{t \geqslant 0}$ given by (9) commute with the projection operators $\mathcal{P}_{N}$, for all $N \in \mathbb{N}$. In addition, the range of $\mathcal{P}_{N}$ is a finite dimensional subspace of $\mathcal{H}^{\alpha}$ for all $N \in \mathbb{N}$. Finally, it is worth mentioning that for all $\alpha \in \mathbb{R}$, one has

$$
\sup _{N \in \mathbb{N}} \sup _{x \in \mathcal{H}^{\alpha} \backslash\{0\}} \frac{\left\|\mathcal{P}_{N} x\right\|_{\mathcal{H}^{\alpha}}}{\|x\|_{\mathcal{H}^{\alpha}}}=1 .
$$

For all $N \in \mathbb{N}$, the mapping $F_{N}: \mathcal{H}_{N} \rightarrow \mathcal{H}_{N}$ is defined by the expression $F_{N}(x)=\mathcal{P}_{N} F(x)$ for all $x \in \mathcal{H}_{N}$. Define also the mapping $f_{N}: H_{N} \rightarrow H_{N}$ by $f_{N}(u)=P_{N} f(u)$ for all $u \in H_{N}$.

Using the spectral Galerkin approximation consists in approximating the mild solution $(X(t))_{t \geqslant 0}$ of (35) by the $\mathcal{H}_{N}$-valued process $\left(X^{N}(t)\right)_{t \geqslant 0}$ which is the solution of

$$
\begin{equation*}
X^{N}(t)=e^{t A_{\gamma}} \mathcal{P}_{N} x_{0}+\int_{0}^{t} e^{(t-s) A_{\gamma}} F_{N}\left(X^{N}(s)\right) d s+\int_{0}^{t} e^{(t-s) A_{\gamma}} \mathcal{P}_{N} d \mathcal{W}^{Q}(s) \tag{47}
\end{equation*}
$$

Note that $\int_{0}^{t} e^{(t-s)} A_{\gamma} \mathcal{P}_{N} d \mathcal{W}^{Q}(s)=\mathcal{P}_{N} \mathcal{Z}(t)$ where the stochastic convolution $\mathcal{Z}(t)$ is defined by (37).
Observe that (47) is the mild formulation associated with the stochastic evolution equation

$$
\left\{\begin{array}{l}
d X^{N}(t)=A_{\gamma} X^{N}(t) d t+F_{N}\left(X^{N}(t)\right) d t+\mathcal{P}_{N} d \mathcal{W}^{Q}(t),  \tag{48}\\
X^{N}(0)=x_{0}^{N}=\mathcal{P}_{N} x_{0} .
\end{array}\right.
$$

Define $u^{N}(t)=\Pi_{u} X^{N}(t)$ and $v^{N}(t)=\Pi_{v} X^{N}(t)$ for all $t \geqslant 0$. Then the stochastic evolution equation (48) can be ,

$$
\left\{\begin{array}{l}
d u^{N}(t)=v^{N}(t) d t  \tag{49}\\
d v^{N}(t)=\left(-\Lambda u^{N}(t)-\gamma v^{N}(t)\right) d t+f_{N}\left(u^{N}(t)\right) d t+P_{N} d W^{Q}(t) \\
u^{N}(0)=P_{N} u_{0}, \quad v^{N}(0)=P_{N} v_{0}
\end{array}\right.
$$

It is straightforward to check that for all $N \in \mathbb{N}$, and for any initial value $x_{0} \in \mathcal{H}$, there exists a unique global mild solution $\left(X^{N}(t)\right)_{t \geqslant 0}$ of (48). One has the following versions of Proposition 3.2 and 3.1, where it is worth mentioning that the constants do not depend on the spatial discretization parameter $N$. The proofs are omitted since they use the same arguments as above for the exact solution.
Proposition 4.1. Let Assumptions 2.1 and 2.3 be satisfied. Let $p \in[1, \infty)$. Let $\beta \in[0,1]$, such that the condition (32) is satisfied. There exists $C_{\beta, p} \in(0, \infty)$ such that if the initial condition $x_{0}$ is a $\mathcal{F}_{0}$-measurable random variable, which satisfies $\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]<\infty$, then one has

$$
\begin{equation*}
\sup _{N \in \mathbb{N}} \sup _{t \geqslant 0} \mathbb{E}\left[\left\|X^{N}(t)\right\|_{\mathcal{H}^{\beta}}^{p}\right] \leqslant C_{\beta, p}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]\right) . \tag{50}
\end{equation*}
$$

Proposition 4.2. Let Assumptions 2.1 and 2.3 be satisfied. For any $N \in \mathbb{N}$, the $\mathcal{H}_{N}$-valued Markov process $\left(X^{N}(t)\right)_{t \geqslant 0}$ admits a unique invariant probability distribution $\mu_{\infty}^{N}$, which satisfies the following properties.

- If $x_{0}^{N}$ has distribution $\mu_{\infty}^{N}$, then for all $t \geqslant 0 X^{N}(t)$ has distribution $\mu_{\infty}^{N}$.
- For all $\beta \in[0,1]$ such that the condition (32) is satisfied and all $p \in[1, \infty)$, one has

$$
\begin{equation*}
\sup _{N \in \mathbb{N}} \int\|x\|_{\mathcal{H}^{\beta}}^{2 p} d \mu_{\infty}^{N}(x)<\infty . \tag{51}
\end{equation*}
$$

- There exists $C \in(0, \infty)$, such that if $\varphi: \mathcal{H} \rightarrow \mathbb{R}$ is a Lipschitz continuous mapping, for all $N \in \mathbb{N}$ and all $t \geqslant 0$ one has

$$
\begin{equation*}
\left|\mathbb{E}\left[\varphi\left(X^{N}(t)\right)\right]-\int \varphi d \mu_{\infty}^{N}\right| \leqslant C \operatorname{Lip}(\varphi) e^{-\rho(\gamma, f) t}\left(1+\mathbb{E}\left[\left\|X^{N}(0)\right\|_{\mathcal{H}}\right]\right) \tag{52}
\end{equation*}
$$

where $\rho(\gamma, f)>0$ is defined by (22) and $\operatorname{Lip}(\varphi)=\sup _{x_{1}, x_{2} \in \mathcal{H}, x_{1} \neq x_{2}} \frac{\left|\varphi\left(x_{2}\right)-\varphi\left(x_{1}\right)\right|}{\left\|x_{2}-x_{1}\right\|_{H}}$.
Using the inequality (46) and standard arguments, one has the following convergence result.
Lemma 4.1. Let $T \in(0, \infty), \beta \in[0,1]$ such that the condition (32) from Assumption 2.3 holds, and let $x_{0}$ be a $\mathcal{F}_{0}$-measurable random variable such that $\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}\right]<\infty$. Then there exists $C_{\beta}(T) \in(0, \infty)$ such that

$$
\mathbb{E}\left[\left\|X(T)-X^{N}(T)\right\|_{\mathcal{H}}\right] \leqslant C_{\beta}(T) \lambda_{N}^{-\frac{\beta}{2}}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}}{ }^{\beta}\right]\right)
$$

The proof is omitted.
4.2. Fully discrete scheme: exponential Euler method. The time-step size is denoted by $\tau$, and without loss of generality it is assumed below that $\tau \in(0,1)$. For any nonnegative integer $m \geqslant 0$, set $t_{m}=m \tau$ and introduce the increments of the Wiener process, denoted by $\Delta \mathcal{W}_{m}^{Q}=\mathcal{W}^{Q}\left(t_{m+1}\right)-\mathcal{W}^{Q}\left(t_{m}\right)$. For all $t \geqslant 0$, set $\ell(t)=\lfloor t / \tau\rfloor$, where $\lfloor\cdot\rfloor$ denotes the integer part function: if $m \geqslant 0$ and $t \in\left[t_{m}, t_{m+1}\right)$, one has $\ell(t)=t_{m}$.

Applying an exponential Euler method, the following approximation of the solution $\left(X^{N}(t)\right)_{t \geqslant 0}$ of the finite dimensional stochastic evolution equation (47) is obtained: set the initial value $X_{0}^{N}=X^{N}(0)=\mathcal{P}_{N} x_{0}$ and for all $m \geqslant 0$, set

$$
\begin{equation*}
X_{m+1}^{N}=e^{\tau A_{\gamma}}\left(X_{m}^{N}+\tau F_{N}\left(X_{m}^{N}\right)+\mathcal{P}_{N} \Delta \mathcal{W}_{m}^{Q}\right) \tag{53}
\end{equation*}
$$

For all $N \in \mathbb{N}$ and all $m \geqslant 0$, define $u_{m}^{N}=\Pi_{u} X_{m}^{N}$ and $v_{m}^{N}=\Pi_{v} X_{m}^{N}$. The random variable $X_{m}^{N}$ should be interpreted as an approximation of $X^{N}\left(t_{m}\right)$.

It is straightforward to check that the solution $\left(X_{m}^{N}\right)_{m \geqslant 0}$ of the numerical scheme (53) can be written as follows: for all $m \geqslant 0$ one has

$$
\begin{equation*}
X_{m}^{N}=e^{t_{m} A_{\gamma}} X_{0}^{N}+\tau \sum_{\ell=0}^{m-1} e^{\left(t_{m}-t_{\ell}\right) A_{\gamma}} F_{N}\left(X_{\ell}^{N}\right)+\sum_{\ell=0}^{m-1} e^{\left(t_{m}-t_{\ell}\right) A_{\gamma}} \mathcal{P}_{N} \Delta \mathcal{W}_{\ell}^{Q} \tag{54}
\end{equation*}
$$

The expression (54) above is a mild formulation for the solution of (53), which is a discrete time version of the continuous time mild formulations (47) and (36) associated with (48) and (35) respectively.

It is convenient to introduce notation for the discrete time version of the stochastic convolution (see (37) in the continuous time case): for all $N \in \mathbb{N}$ and $m \geqslant 0$ set

$$
\begin{equation*}
\mathcal{Z}_{m}^{N}:=\sum_{\ell=0}^{m-1} e^{\left(t_{m}-t_{\ell}\right) A_{\gamma}} \mathcal{P}_{N} \Delta \mathcal{W}_{\ell}^{Q}=\int_{0}^{t_{m}} e^{\left(t_{m}-t_{\ell(s)}\right) A_{\gamma}} \mathcal{P}_{N} d \mathcal{W}^{Q}(s) \tag{55}
\end{equation*}
$$

One obtains the following result, using the same tools as in the proof of Lemma 3.1.
Lemma 4.2. Let Assumption 2.3 be satisfied. For any $\beta \in(0,1]$ such that the condition (32) holds, for all $p \in[1, \infty)$, one has

$$
\begin{equation*}
\sup _{N \in \mathbb{N}} \sup _{\tau \in(0,1)} \sup _{m \geqslant 0} \mathbb{E}\left[\left\|\mathcal{Z}_{m}^{N}\right\|_{\mathcal{H}^{\beta}}^{p}\right]<\infty . \tag{56}
\end{equation*}
$$

Let us then state and prove moment bounds for the solution $\left(X_{m}^{N}\right)_{m \geqslant 0}$ of (53). It is worth mentioning that they are uniform with respect to $N \in \mathbb{N}, \tau \in(0,1)$ and $m \geqslant 0$.

Proposition 4.3. Let Assumptions 2.1 and 2.3 be satisfied. Let $p \in[1, \infty)$. For any $\beta \in[0,1]$, such that the condition (32) is satisfied, there exists $C_{\beta, p} \in(0, \infty)$ such that if the initial condition $x_{0}$ is a $\mathcal{F}_{0}$-measurable random variable, which satisfies $\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]<\infty$, then one has

$$
\begin{equation*}
\sup _{N \in \mathbb{N}} \sup _{\tau \in(0,1)} \sup _{m \geqslant 0} \mathbb{E}\left[\left\|X_{m}^{N}\right\|_{\mathcal{H}^{\beta}}^{p}\right] \leqslant C_{\beta, p}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]\right) . \tag{57}
\end{equation*}
$$

Proof. Like in the proof of Proposition 3.1, let us introduce the auxiliary process $\left(Y_{m}^{N}\right)_{m \geqslant 0}$ given by

$$
Y_{m}^{N}=X_{m}^{N}-\mathcal{Z}_{m}^{N}, \quad m \geqslant 0
$$

where $\left(X_{m}^{N}\right)_{m \in \mathbb{N}}$ and $\left(Z_{m}^{N}\right)_{m \in \mathbb{N}}$ are given by (53) and (55), respectively. One then has, for all $m \geqslant 0$,

$$
Y_{m}^{N}=e^{t_{m} A_{\gamma}} X_{0}^{N}+\tau \sum_{\ell=0}^{m-1} e^{\left(t_{m}-t_{\ell}\right) \tau A_{\gamma}} F_{N}\left(Y_{\ell}^{N}+\mathcal{Z}_{\ell}^{N}\right)
$$

Let us first treat the case $\beta=0$. Owing to the inequality (56) from Lemma 4.2 above, in order to prove the inequality (57) for $\beta=0$, it suffices to prove that one has

$$
\sup _{N \in \mathbb{N}} \sup _{\tau \in(0,1)} \sup _{m \geqslant 0} \mathbb{E}\left[\left\|Y_{m}^{N}\right\|_{\mathcal{H}}^{p}\right] \leqslant C_{\beta, p}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}}^{p}\right]\right)
$$

Using the inequality (16) from Lemma 2.1 and the Lipschitz continuity property (20) of $F$ from $\mathcal{H}$ to $\mathcal{H}$, one obtains, for all $m \geqslant 0$,

$$
\left\|Y_{m}^{N}\right\|_{\mathcal{H}} \leqslant M(\gamma) e^{-\rho(\gamma) t_{m}}\left\|x_{0}\right\|_{\mathcal{H}}+\tau M(\gamma) \sum_{\ell=0}^{m-1} e^{-\rho(\gamma)\left(t_{m}-t_{\ell}\right)}\left(\frac{L_{f}}{\sqrt{\lambda_{1}}}\left\|Y_{\ell}^{N}\right\|_{\mathcal{H}}+\left\|F_{N}\left(\mathcal{Z}_{\ell}^{N}\right)\right\|_{\mathcal{H}}\right)
$$

Using Minkowskii's inequality and the moment bounds (56) from Lemma 4.2 for the discrete stochastic convolution $\mathcal{Z}_{m}^{N}$, for any $p \in[0, \infty)$, there exists $C_{p} \in(0, \infty)$ such that one has for all $m \geqslant 0$

$$
\left(\mathbb{E}\left[\left\|Y_{m}^{N}\right\|_{\mathcal{H}}^{p}\right]\right)^{\frac{1}{p}} \leqslant C_{p}\left(1+\left(\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}}^{p}\right]\right)^{\frac{1}{p}}\right)+\tau \frac{M(\gamma) L_{f}}{\sqrt{\lambda_{1}}} \sum_{\ell=0}^{m-1} e^{-\rho(\gamma)(m-\ell) \tau}\left(\mathbb{E}\left[\left\|Y_{\ell}^{N}\right\|_{\mathcal{H}}^{p}\right]\right)^{\frac{1}{p}}
$$

The condition (21) ensures that one has $\frac{\mathrm{L}_{f} M(\gamma)}{\sqrt{\lambda_{1}}}<\rho(\gamma)$. As a consequence, applying the discrete Gronwall inequality to the mapping $m \mapsto e^{\rho(\gamma) m \tau}\left(\mathbb{E}\left[\left\|Y_{m}^{N}\right\|_{\mathcal{H}}^{p}\right]\right)^{\frac{1}{p}}$, one obtains

$$
\sup _{m \geqslant 0} \mathbb{E}\left[\left\|Y_{m}^{N}\right\|_{\mathcal{H}}^{p}\right] \leqslant C_{p}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}}^{p}\right]\right),
$$

where $C_{p} \in(0, \infty)$ is independent of the discretization parameters $\tau \in(0,1)$ and $N \in \mathbb{N}$.
Let us now treat the case $\beta \in(0,1]$, and assume that the condition (32) holds and the initial value $x_{0}$ satisfies $\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]<\infty$. Since $F$ is globally Lipschitz continuous from $\mathcal{H}$ to $\mathcal{H}^{1}$, see (19), it is also globally Lipschitz continuous from $\mathcal{H}$ to $\mathcal{H}^{\beta}$, owing to the inequality (7). Therefore there exists $C_{\beta} \in(0, \infty)$ such that, using the discrete mild formulation (54), for all $m \geqslant 0$ one has

$$
\left\|X_{m}^{N}\right\|_{\mathcal{H}^{\beta}} \leqslant M(\gamma) e^{-\rho(\gamma) m \tau}\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}+C_{\beta} \tau \sum_{\ell=0}^{m-1} e^{-\rho(\gamma)\left(t_{m}-t_{\ell}\right)}\left(1+\left\|X_{\ell}^{N}\right\|_{\mathcal{H}}\right)+\left\|\mathcal{Z}_{m}^{N}\right\|_{\mathcal{H}^{\beta}} .
$$

Using Minkowskii's inequality, the moment bounds for $\beta=0$ established above, and the moment bounds (38) from Lemma 4.2 for the discrete stochastic convolution $\mathcal{Z}_{m}^{N}$, one obtains

$$
\sup _{m \geqslant 0} \mathbb{E}\left[\left\|X_{m}^{N}\right\|_{\mathcal{H}^{\beta}}^{p}\right] \leqslant C_{\beta, p}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]\right)
$$

where $C_{\beta, p} \in(0, \infty)$ is independent of the discretization parameters $\tau \in(0,1)$ and $N \in \mathbb{N}$.
The proof of Proposition 4.3 is thus completed.
We now state an existence and uniqueness result of an invariant distribution denoted by $\mu_{\infty}^{N, \tau}$. Observe that the bounds in Proposition 4.4 below are uniform with respect to the discretization parameters $N \in \mathbb{N}$ and $\tau \in(0,1)$.
Proposition 4.4. Let Assumptions 2.1 and 2.3 be satisfied. For any $N \in \mathbb{N}$ and for any $\tau \in(0,1)$, the $\mathcal{H}_{N}$-valued Markov chain $\left(X_{m}^{N}\right)_{m \in \mathbb{N}}$ admits a unique invariant probability distribution $\mu_{\infty}^{N, \tau}$, which satisfies the following properties.

- If $x_{0}^{N}$ has distribution $\mu_{\infty}^{N, \tau}$, then for all $m \in \mathbb{N}, X_{m}^{N}$ has distribution $\mu_{\infty}^{N, \tau}$.
- For all $\beta \in[0,1]$ such that the condition (32) is satisfied and all $p \in[1, \infty)$, one has

$$
\begin{equation*}
\sup _{N \in \mathbb{N}} \sup _{\tau \in(0,1)} \int\|x\|_{\mathcal{H}^{\beta}}^{2 p} d \mu_{\infty}^{N, \tau}(x)<\infty . \tag{58}
\end{equation*}
$$

- There exists $C \in(0, \infty)$, such that if $\varphi: \mathcal{H} \rightarrow \mathbb{R}$ is a Lipschitz continuous mapping, for all $N \in \mathbb{N}$, $\tau \in(0,1)$ and $m \geqslant 0$ and one has

$$
\begin{equation*}
\left|\mathbb{E}\left[\varphi\left(X_{m}^{N}\right)\right]-\int \varphi d \mu_{\infty}^{N, \tau}\right| \leqslant C \operatorname{Lip}(\varphi) e^{-\rho(\gamma, f) m \tau}\left(1+\mathbb{E}\left[\left\|X^{N}(0)\right\| \mathcal{H}\right]\right) \tag{59}
\end{equation*}
$$

where $\rho(\gamma, f)>0$ is defined by (22) and $\operatorname{Lip}(\varphi)=\sup _{x_{1}, x_{2} \in \mathcal{H}, x_{1} \neq x_{2}} \frac{\left|\varphi\left(x_{2}\right)-\varphi\left(x_{1}\right)\right|}{\left\|x_{2}-x_{1}\right\|_{H}}$.
4.3. Approximation of the invariant distribution. In this section, we state the main results of this manuscript.

If $\varphi: \mathcal{H} \rightarrow \mathbb{R}$ is a mapping of class $\mathcal{C}^{2}$, with bounded first and second order derivatives, define

$$
\begin{equation*}
\|\varphi\|_{1}=\sup _{x \in \mathcal{H}} \sup _{h \in \mathcal{H}} \frac{|D \varphi(x) \cdot h|}{\|h\|_{\mathcal{H}}}, \quad\|\varphi\|_{2}=\sup _{x \in \mathcal{H}} \sup _{h, k \in \mathcal{H}} \frac{\left|D^{2} \varphi(x) \cdot(h, k)\right|}{\|h\|_{\mathcal{H}}\|k\|_{\mathcal{H}}}, \tag{60}
\end{equation*}
$$

where $D \varphi$ and $D^{2} \varphi$ are the first and second order derivatives of $\varphi$.
Theorem 4.3. Let Assumptions 2.1, 2.2 and 2.3 be satisfied.
Let $\beta \in[0,1]$ such that the condition (322) holds. There exists $C_{\beta} \in(0, \infty)$ such that if $\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}\right]<\infty$, then for all $T \in(0, \infty)$, all $N \in \mathbb{N}$ and any mapping $\varphi: \mathcal{H} \rightarrow \mathbb{R}$ of class $\mathcal{C}^{2}$, with bounded first and second order derivatives, one has
(61) $\left|\mathbb{E}[\varphi(X(T))]-\mathbb{E}\left[\varphi\left(X^{N}(T)\right)\right]\right| \leqslant C_{\beta} e^{-\rho(\gamma, f) T}\|\varphi\|_{1} \mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}}\right]+C_{\beta}\left(\|\varphi\|_{1}+\|\varphi\|_{2}\right) \lambda_{N}^{-\beta \theta}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}\right]\right)$, where $\theta=1 / 2$ in the general case and $\theta=1$ in the commutative noise case.

Moreover, for all $N \in \mathbb{N}$ and any mapping $\varphi: \mathcal{H} \rightarrow \mathbb{R}$ of class $\mathcal{C}^{2}$, with bounded first and second order derivatives, one has

$$
\begin{equation*}
\left|\int \varphi d \mu_{\infty}-\int \varphi d \mu_{\infty}^{N}\right| \leqslant C_{\beta}\left(\|\varphi\|_{1}+\|\varphi\|_{2}\right) \lambda_{N}^{-\beta \theta} \tag{62}
\end{equation*}
$$

Theorem 4.4. Let Assumptions 2.1, 2.2 and 2.3 be satisfied.
Let $\beta \in[0,1]$ such that the condition (32) holds. There exists $C_{\beta} \in(0, \infty)$ such that if $\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{2}\right]<\infty$, then for all $\tau \in(0,1), N \in \mathbb{N}$ and any mapping $\varphi: \mathcal{H} \rightarrow \mathbb{R}$ of class $\mathcal{C}^{2}$, with bounded first and second order derivatives, for all $M \geqslant 0$ one has

$$
\begin{equation*}
\left|\mathbb{E}\left[\varphi\left(X^{N}\left(t_{M}\right)\right)\right]-\mathbb{E}\left[\varphi\left(X_{M}^{N}\right)\right]\right| \leqslant C_{\beta}\left(\|\varphi\|_{1}+\|\varphi\|_{2}\right) \tau^{\min (2 \theta \beta, 1)}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{2}\right]\right) \tag{63}
\end{equation*}
$$

where $\theta=1 / 2$ in the general case and $\theta=1$ in the commutative noise case.
Moreover, for all $\tau \in(0,1), N \in \mathbb{N}$ and any mapping $\varphi: \mathcal{H} \rightarrow \mathbb{R}$ of class $\mathcal{C}^{2}$, with bounded first and second order derivatives, one has

$$
\begin{equation*}
\left|\int \varphi d \mu_{\infty}^{N}-\int \varphi d \mu_{\infty}^{N, \tau}\right| \leqslant C_{\beta}\left(\|\varphi\|_{1}+\|\varphi\|_{2}\right) \tau^{\min (2 \theta \beta, 1)} \tag{64}
\end{equation*}
$$

Combining Theorems 4.3 and 4.4, one finally obtains the following result.
Corollary 4.1. Let Assumptions 2.1, 2.2 and 2.3 be satisfied. Let $\beta \in[0,1]$ such that the condition (32) holds. There exists $C_{\beta, \gamma} \in(0, \infty)$ such that, for all $\tau \in(0,1), N \in \mathbb{N}$ and any mapping $\varphi: \mathcal{H} \rightarrow \mathbb{R}$ of class $\mathcal{C}^{2}$, with bounded first and second order derivatives, one has

$$
\begin{equation*}
\left|\int \varphi d \mu_{\infty}-\int \varphi d \mu_{\infty}^{N, \tau}\right| \leqslant C_{\beta}\left(\|\varphi\|_{1}+\|\varphi\|_{2}\right)\left(\lambda_{N}^{-\beta \theta}+\tau^{\min (2 \theta \beta, 1)}\right) \tag{65}
\end{equation*}
$$

where $\theta=1 / 2$ in the general case and $\theta=1$ in the commutative noise case.

## 5. Convergence analysis

5.1. Auxiliary results - Kolmogorov equation. One of the key tools in the error analysis is to introduce solutions of Kolmogorov equations. Instead of dealing with infinite dimensional Kolmogorov equation, we consider the spectral Galerkin approximation introduced in Section4.1]in order to justify all the computations in a finite dimensional setting. All the regularity estimates below do not depend on the spatial discretization parameter.

Let $\varphi: \mathcal{H} \rightarrow \mathbb{R}$ be a mapping of class $\mathcal{C}^{2}$, with bounded first and second order derivatives. For all $N \in \mathbb{N}$, introduce the mapping $\varphi^{N}: \mathcal{H}^{N} \rightarrow \mathbb{R}$ given by

$$
\varphi^{N}(x)=\varphi(x), \quad x \in \mathcal{H}_{N} .
$$

For all $N \in \mathbb{N}, x \in \mathcal{H}_{N}$ and $t \geqslant 0$, define

$$
\begin{equation*}
\Phi^{N}(t, x)=\mathbb{E}\left[\varphi^{N}\left(X_{x}^{N}(t)\right)\right] \tag{66}
\end{equation*}
$$

where $\left(X_{x}^{N}(t)\right)_{t \geqslant 0}$ denotes the solution of (48) with initial value $X_{x}^{N}(0)=x$. The mapping $\Phi^{N}$ is solution of the Kolmogorov equation

$$
\begin{align*}
\partial_{t} \Phi^{N}(t, x) & =\mathcal{L}^{N} \Phi^{N}(t, x) \\
& =D \Phi^{N}(t, x) \cdot\left(A_{\gamma} x+\mathcal{P}_{N} F(x)\right)+\frac{1}{2} \sum_{j \in \mathbb{N}} D^{2} \Phi^{N}(t, x) \cdot\left(\mathcal{P}_{N}\left(0, Q^{1 / 2} e_{j}^{Q}\right), \mathcal{P}_{N}\left(0, Q^{1 / 2} e_{j}^{Q}\right)\right) \tag{67}
\end{align*}
$$

where $\mathcal{L}^{N}$ is the infinitesimal generator associated with the stochastic evolution equation (48), and $D \Phi^{N}(x)$ and $D^{2} \Phi^{N}(x)$ denote the first and second order derivatives of $\Phi^{N}$ with respect to the variable $x \in \mathcal{H}_{N}$.

Proposition 5.1. Let Assumptions 2.1, 2.2 and 2.3 be satisfied. There exists $C \in(0, \infty)$ such that for any mapping $\varphi: \mathcal{H} \rightarrow \mathbb{R}$ of class $\mathcal{C}^{2}$ with bounded first and second order derivatives one has for all $t \geqslant 0$

$$
\begin{align*}
& \sup _{N \in \mathbb{N}} \sup _{x \in \mathcal{H}_{N}} \sup _{h \in \mathcal{H}_{N}} \frac{\left|D \Phi^{N}(t, x) \cdot h\right|}{\|h\|_{\mathcal{H}}} \leqslant C\|\varphi\|_{1} e^{-\rho(\gamma, f) t}  \tag{68}\\
& \sup _{N \in \mathbb{N}} \sup _{x \in \mathcal{H}_{N}} \sup _{h, k \in \mathcal{H}_{N}} \frac{\left|D^{2} \Phi^{N}(t, x) \cdot(h, k)\right|}{\|h\|_{\mathcal{H}}\|k\|_{\mathcal{H}}} \leqslant C\left(\|\varphi\|_{1}+\|\varphi\|_{2}\right) e^{-\rho(\gamma, f) t} . \tag{69}
\end{align*}
$$

Proof. Let $N \in \mathbb{N}$. Owing to Assumption 2.2, the mapping $F_{N}: \mathcal{H}_{N} \rightarrow \mathcal{H}_{N}$ is twice continuously differentiable. For any $t \geqslant 0, x \in \mathcal{H}_{N}$ and $h, k \in \mathcal{H}_{N}$, one has

$$
\begin{aligned}
D \Phi^{N}(t, x) \cdot h & =\mathbb{E}\left[D \varphi\left(X_{x}^{N}(t)\right) \cdot \eta_{h}^{N}(t)\right] \\
D^{2} \Phi^{N}(t, x) \cdot(h, k) & =\mathbb{E}\left[D^{2} \varphi\left(X_{x}^{N}(t)\right) \cdot\left(\eta_{h}^{N}(t), \eta_{k}^{N}(t)\right)\right]+\mathbb{E}\left[D \varphi\left(X_{x}^{N}(t)\right) \cdot \zeta_{h, k}^{N}(t)\right]
\end{aligned}
$$

where the $\mathcal{H}_{N}$-valued processes $\left(\eta_{h}^{N}(t)\right)_{t \geqslant 0}$ and $\left(\zeta_{h, k}^{N}(t)\right)_{t \geqslant 0}$ are solutions of the first and second order variational equations

$$
\begin{aligned}
\frac{d \eta_{h}^{N}(t)}{d t} & =A_{\gamma} \eta_{h}^{N}(t)+D F_{N}\left(X_{x}^{N}(t)\right) \cdot \eta_{h}^{N}(t) \\
\frac{d \zeta_{h, k}^{N}(t)}{d t} & =A_{\gamma} \zeta_{h, k}^{N}(t)+D F_{N}\left(X_{x}^{N}(t)\right) \cdot \zeta_{h, k}^{N}(t)+D^{2} F_{N}\left(X_{x}^{N}(t)\right) \cdot\left(\eta_{h}^{N}(t), \eta_{k}^{N}(t)\right)
\end{aligned}
$$

with initial values $\eta_{h}^{N}(0)=h$ and $\zeta_{h, k}^{N}(0)=0$. Expressing the solution $\eta_{h}^{N}$ of the first variational equation in a mild formulation, for all $t \geqslant 0$ one has

$$
\eta_{h}^{N}(t)=e^{t A_{\gamma}} h+\int_{0}^{t} e^{(t-s) A_{\gamma}} D F_{N}\left(X_{x}^{N}(s)\right) \cdot \eta_{h}^{N}(s) d s
$$

and using the inequality (16) from Lemma 2.1, the Lipschitz continuity property (20) of $F$ from $\mathcal{H}$ to $\mathcal{H}$, one obtains for all $t \geqslant 0$

$$
\left\|\eta_{h}^{N}(t)\right\|_{\mathcal{H}} \leqslant M(\gamma) e^{-\rho(\gamma) t}\|h\|_{\mathcal{H}}+\frac{M(\gamma) \mathrm{L}_{f}}{\sqrt{\lambda_{1}}} \int_{0}^{t} e^{-\rho(\gamma)(t-s)}\left\|\eta_{h}^{N}(s)\right\|_{\mathcal{H}} d s
$$

Applying Gronwall's lemma to the mapping $t \mapsto e^{\rho(\gamma) t}\left\|\eta_{h}^{N}(t)\right\|_{\mathcal{H}}$ and using the condition $\rho(\gamma, f)=\rho(\gamma)-$ $M(\gamma) \mathrm{L}_{f} \lambda_{1}^{-1 / 2}>0$ (see Equation (22)) yields the following inequality: for all $t \geqslant 0$ one has

$$
\begin{equation*}
\left\|\eta_{h}^{N}(t)\right\|_{\mathcal{H}} \leqslant M(\gamma) e^{-\rho(\gamma, f) t}\|h\|_{\mathcal{H}} \tag{70}
\end{equation*}
$$

Combining the inequality (70) with the expression of $D \Phi^{N}(t, x) . h$ above yields

$$
\left|D \Phi^{N}(t, x) . h\right| \leqslant\|\varphi\|_{1} \mathbb{E}\left[\left\|\eta_{h}^{N}(t)\right\|_{\mathcal{H}}\right] \leqslant M(\gamma)\|\varphi\|_{1} e^{-\rho(\gamma, f) t}\|h\|_{\mathcal{H}}
$$

and concludes the proof of the first inequality (68).
The proof of the second inequality (69) is performed using similar arguments. On the one hand, using the inequality (70) above, one has for all $t \geqslant 0$

$$
\left|\mathbb{E}\left[D^{2} \varphi\left(X_{x}^{N}(t)\right) \cdot\left(\eta_{h}^{N}(t), \eta_{k}^{N}(t)\right)\right]\right| \leqslant\|\varphi\|_{2} \mathbb{E}\left[\left\|\eta_{h}^{N}(t)\right\|_{\mathcal{H}}\left\|\eta_{k}^{N}(t)\right\|_{\mathcal{H}}\right] \leqslant\|\varphi\|_{2} M(\gamma)^{2} e^{-2 \rho(\gamma, f) t}\|h\|_{\mathcal{H}}\|k\|_{\mathcal{H}}
$$

On the other hand, expressing the solution $\zeta_{h, k}^{N}$ of the second variational equation in a mild formulation, for all $t \geqslant 0$ one has

$$
\zeta_{h, k}^{N}(t)=\int_{0}^{t} e^{(t-s) A_{\gamma}} D F_{N}\left(X_{x}^{N}(s)\right) \cdot \zeta_{h, k}^{N}(s) d s+\int_{0}^{t} e^{(t-s) A_{\gamma}} D^{2} F_{N}\left(X_{x}^{N}(s)\right) \cdot\left(\eta_{h}^{N}(s), \eta_{k}^{N}(s)\right) d s
$$

and using the inequality (16) from Lemma 2.1, the Lipschitz continuity property (20) of $F$ from $\mathcal{H}$ to $\mathcal{H}$ and the boundedness of the second-order derivative of $F$ from $\mathcal{H}$ to $\mathcal{H}$ (Assumption 2.2), and finally the inequality (70) above, one obtains for all $t \geqslant 0$

$$
\left\|\zeta_{h, k}^{N}(t)\right\|_{\mathcal{H}} \leqslant \frac{M(\gamma) \mathrm{L}_{f}}{\sqrt{\lambda_{1}}} \int_{0}^{t} e^{-\rho(\gamma)(t-s)}\left\|\zeta_{h, k}^{N}(s)\right\|_{\mathcal{H}} d s+C \int_{0}^{t} e^{-\rho(\gamma)(t-s)} e^{-2 \rho(\gamma, f) s} d s\|h\|_{\mathcal{H}}\|k\|_{\mathcal{H}},
$$

where $C \in(0, \infty)$ is a positive real number (which does not depend on $N$ ).
Applying Gronwall's lemma to the mapping $t \mapsto e^{\rho(\gamma) t}\left\|\zeta_{h, k}^{N}(t)\right\|_{\mathcal{H}}$ and using the condition $\rho(\lambda, f)=$ $\rho(\gamma)-M(\gamma) \mathrm{L}_{f} \lambda_{1}^{-1 / 2}>0$ (see Equation (22)), one obtains the following inequality: for all $t \geqslant 0$ one has

$$
\begin{equation*}
\left\|\zeta_{h, k}^{N}(t)\right\|_{\mathcal{H}} \leqslant C e^{-\rho(\gamma, f) t}\|h\|_{\mathcal{H}}\|k\|_{\mathcal{H}} \tag{71}
\end{equation*}
$$

As a result, one has for all $t \geqslant 0$

$$
\left|\mathbb{E}\left[D \varphi\left(X_{x}^{N}(t)\right) \cdot \zeta_{h, k}^{N}(t)\right]\right| \leqslant\|\varphi\|_{1} \mathbb{E}\left[\left\|\zeta_{h}^{N}(t)\right\|_{\mathcal{H}}\right] \leqslant C\|\varphi\|_{1} e^{-\rho(\gamma, f) t}\|h\|_{\mathcal{H}}\|k\|_{\mathcal{H}}
$$

and combining the results finally concludes the proof of the second inequality (69).
5.2. Proof of Theorem4.3. Let $\varphi: \mathcal{H} \rightarrow \mathbb{R}$ be a mapping of class $\mathcal{C}^{2}$, with bounded first and second order derivatives. Without loss of generality in the sequel it is assumed that $\|\varphi\|_{1}+\|\varphi\|_{2} \leqslant 1$ to simplify the computations.

The objective of this section is to prove that the following claim holds: for all $\beta \in[0,1]$ such that the condition (32) holds, there exists $C_{\beta} \in(0, \infty)$ such that if $\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}\right]<\infty$, then for all $T \in(0, \infty)$ and for all integers $\bar{N} \geqslant N$ one has

$$
\begin{equation*}
\left|\mathbb{E}\left[\varphi\left(X^{\bar{N}}(T)\right)\right]-\mathbb{E}\left[\varphi\left(X^{N}(T)\right)\right]\right| \leqslant C_{\beta} e^{-\rho(\gamma, f) T} \mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}}\right]+C_{\beta} \lambda_{N}^{-\beta \theta}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}\right]\right) \tag{72}
\end{equation*}
$$

where $\theta=1 / 2$ in the general case and $\theta=1$ in the commutative noise case.
Observe that the right-hand side of (72) is independent of $\bar{N}$, therefore using Lemma 4.1 and letting $\bar{N} \rightarrow \infty$ one obtains the inequality (61).

Let us now prove (72). The positive integer $\bar{N}$ is introduced in order to use the results from Section 5.1 and in particular Proposition5.1. Using the auxiliary function $\Phi^{\bar{N}}$ given by (66) (with $N=\bar{N}$ ), the left-hand side of (72) is written as

$$
\begin{aligned}
\mathbb{E}\left[\varphi\left(X^{\bar{N}}(T)\right)\right] & -\mathbb{E}\left[\varphi\left(X^{N}(T)\right]=\mathbb{E}\left[\Phi^{\bar{N}}\left(T, X^{\bar{N}}(0)\right)\right]-\mathbb{E}\left[\Phi^{\bar{N}}\left(0, X^{N}(T)\right)\right]\right. \\
& =\mathbb{E}\left[\Phi^{\bar{N}}\left(T, X^{\bar{N}}(0)\right)\right]-\mathbb{E}\left[\Phi^{\bar{N}}\left(T, X^{N}(0)\right)\right]+\mathbb{E}\left[\Phi^{\bar{N}}\left(T, X^{N}(0)\right)\right]-\mathbb{E}\left[\Phi^{\bar{N}}\left(0, X^{N}(T)\right)\right] .
\end{aligned}
$$

On the one hand, recall that $X^{\bar{N}}(0)=\mathcal{P}_{\bar{N}} x_{0}$ and that $X^{N}(0)=\mathcal{P}_{N} x_{0}$, therefore using the inequality (68) from Proposition 5.1 one obtains for all $\bar{N} \geqslant N$

$$
\left|\mathbb{E}\left[\Phi^{\bar{N}}\left(T, X^{\bar{N}}(0)\right)\right]-\mathbb{E}\left[\Phi^{\bar{N}}\left(T, X^{N}(0)\right)\right]\right| \leqslant C e^{-\rho(\gamma, f) T} \mathbb{E}\left[\left\|X^{\bar{N}}(0)-X^{N}(0)\right\|_{\mathcal{H}}\right] \leqslant C e^{-\rho(\gamma, f) T} \mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}}\right]
$$

On the other hand, using Itô's formula, and the property that $\Phi^{\bar{N}}$ is solution of the Kolmogorov equation (67) (with $N=\bar{N}$ ), one has

$$
\begin{aligned}
\mathbb{E}\left[\Phi^{\bar{N}}\left(0, X^{N}(T)\right)\right] & -\mathbb{E}\left[\Phi^{\bar{N}}\left(T, X^{N}(0)\right)\right]=\int_{0}^{T} \mathbb{E}\left[D \Phi^{\bar{N}}\left(T-t, X^{N}(t)\right) \cdot\left(F_{\bar{N}}\left(X^{N}(t)\right)-F_{N}\left(X^{N}(t)\right)\right)\right] d t \\
& +\frac{1}{2} \int_{0}^{T} \sum_{j \in \mathbb{N}} \mathbb{E}\left[D^{2} \Phi^{\bar{N}}\left(T-t, X^{N}(t)\right) \cdot\left(\mathcal{P}_{\bar{N}}\left(0, Q^{1 / 2} e_{j}^{Q}\right), \mathcal{P}_{\bar{N}}\left(0, Q^{1 / 2} e_{j}^{Q}\right)\right)\right] d t \\
& -\frac{1}{2} \int_{0}^{T} \sum_{j \in \mathbb{N}} \mathbb{E}\left[D^{2} \Phi^{\bar{N}}\left(T-t, X^{N}(t)\right) \cdot\left(\mathcal{P}_{N}\left(0, Q^{1 / 2} e_{j}^{Q}\right), \mathcal{P}_{N}\left(0, Q^{1 / 2} e_{j}^{Q}\right)\right)\right] d t \\
& =\epsilon_{N, \bar{N}}^{1}(T)+\epsilon_{N, \bar{N}}^{2}(T)+\epsilon_{N, \bar{N}}^{3}(T)
\end{aligned}
$$

where

$$
\begin{aligned}
& \epsilon_{N, \bar{N}}^{1}(T)=\int_{0}^{T} \mathbb{E}\left[D \Phi^{\bar{N}}\left(T-t, X^{N}(t)\right) \cdot\left(F_{\bar{N}}\left(X^{N}(t)\right)-F_{N}\left(X^{N}(t)\right)\right)\right] d t \\
& \epsilon_{N, \bar{N}}^{2}(T)=\frac{1}{2} \int_{0}^{T} \sum_{j \in \mathbb{N}} \mathbb{E}\left[D^{2} \Phi^{\bar{N}}\left(T-t, X^{N}(t)\right) \cdot\left(\left(\mathcal{P}_{\bar{N}}-\mathcal{P}_{N}\right)\left(0, Q^{1 / 2} e_{j}^{Q}\right), \mathcal{P}_{\bar{N}}\left(0, Q^{1 / 2} e_{j}^{Q}\right)\right)\right] d t \\
& \epsilon_{N, \bar{N}}^{3}(T)=\frac{1}{2} \int_{0}^{T} \sum_{j \in \mathbb{N}} \mathbb{E}\left[D^{2} \Phi^{\bar{N}}\left(T-t, X^{N}(t)\right) \cdot\left(\mathcal{P}_{N}\left(0, Q^{1 / 2} e_{j}^{Q}\right),\left(\mathcal{P}_{\bar{N}}-\mathcal{P}_{N}\right)\left(0, Q^{1 / 2} e_{j}^{Q}\right)\right)\right] d t
\end{aligned}
$$

For the first error term, using the inequality (68) from Proposition 5.1 and the inequality (46), one has

$$
\left|\epsilon_{N, \bar{N}}^{1}(T)\right| \leqslant C_{\beta} \lambda_{N}^{-\beta} \int_{0}^{T} e^{-\rho(\gamma, f)(T-t)} \mathbb{E}\left[\left\|F\left(X^{N}(t)\right)\right\|_{\mathcal{H}^{2 \beta}}\right] d t
$$

If $\beta \in[0,1 / 2]$, using the inequality (27) and the moment bounds (50) from Proposition 4.1, one has

$$
\sup _{N \in \mathbb{N}} \sup _{t \geqslant 0} \mathbb{E}\left[\left\|F\left(X^{N}(t)\right)\right\|_{\mathcal{H}^{2 \beta}}\right] \leqslant C\left(1+\sup _{N \in \mathbb{N}} \sup _{t \geqslant 0} \mathbb{E}\left[\left\|X^{N}(t)\right\|_{\mathcal{H}}\right]\right) \leqslant C\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}}\right]\right)
$$

If $\beta \in[1 / 2,1]$, using the inequality (26) and the moment bounds (50) from Proposition 4.1) one has

$$
\sup _{N \in \mathbb{N}} \sup _{t \geqslant 0} \mathbb{E}\left[\left\|F\left(X^{N}(t)\right)\right\|_{\mathcal{H}^{2 \beta}}\right] \leqslant C_{\beta}\left(1+\sup _{N \in \mathbb{N}} \sup _{t \geqslant 0} \mathbb{E}\left[\left\|X^{N}(t)\right\|_{\mathcal{H}^{\beta}}\right]\right) \leqslant C\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}\right]\right)
$$

Therefore one obtains

$$
\sup _{\bar{N} \geqslant N} \sup _{T \geqslant 0}\left|\epsilon_{N, \bar{N}}^{1}(T)\right| \leqslant C_{\beta} \lambda_{N}^{-\beta}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}\right]\right) .
$$

For the second error term, using the inequality (69) from Proposition 5.1) and the inequality (46), one obtains

$$
\begin{aligned}
\left|\epsilon_{N, \bar{N}}^{2}(T)\right| & \leqslant C \int_{0}^{T} e^{-\rho(\gamma, f)(T-t)} d t \sum_{j \in \mathbb{N}}\left\|\left(I-\mathcal{P}_{N}\right)\left(0, Q^{1 / 2} e_{j}^{Q}\right)\right\|_{\mathcal{H}}\left\|\left(0, Q^{1 / 2} e_{j}^{Q}\right)\right\|_{\mathcal{H}} \\
& \leqslant C_{\beta} \lambda_{N}^{-\beta / 2} \sum_{j \in \mathbb{N}}\left\|\left(0, Q^{1 / 2} e_{j}^{Q}\right)\right\|_{\mathcal{H}^{\beta}}\left\|\left(0, Q^{1 / 2} e_{j}^{Q}\right)\right\|_{\mathcal{H}} \\
& \leqslant C_{\beta} \lambda_{N}^{-\beta / 2} \sum_{j \in \mathbb{N}}\left\|Q^{1 / 2} e_{j}^{Q}\right\|_{H^{\beta-1}}^{2} \\
& \leqslant C_{\beta} \lambda_{N}^{-\beta / 2}
\end{aligned}
$$

In the commutative noise case $(\theta=1)$, higher order of convergence is achieved: one has

$$
\begin{aligned}
\left|\epsilon_{N, \bar{N}}^{2}(T)\right| & \leqslant C \int_{0}^{T} e^{-\rho(\lambda, f)(T-t)} d t \sum_{j \in \mathbb{N}}\left\|\left(I-\mathcal{P}_{N}\right)\left(0, Q^{1 / 2} e_{j}^{Q}\right)\right\|_{\mathcal{H}}\left\|\left(0, Q^{1 / 2} e_{j}^{Q}\right)\right\|_{\mathcal{H}} \\
& \leqslant C_{\beta} \lambda_{N}^{-\beta} \sum_{j \in \mathbb{N}}\left\|\left(0, Q^{1 / 2} e_{j}^{Q}\right)\right\|_{\mathcal{H}^{2 \beta}}\left\|\left(0, Q^{1 / 2} e_{j}^{Q}\right)\right\|_{\mathcal{H}} \\
& \leqslant C_{\beta} \lambda_{N}^{-\beta} \sum_{j \in \mathbb{N}}\left\|Q^{1 / 2} e_{j}^{Q}\right\|_{H^{2 \beta-1}}\left\|Q^{1 / 2} e_{j}^{Q}\right\|_{H^{-1}} \\
& \leqslant C_{\beta} \lambda_{N}^{-\beta} \sum_{j \in \mathbb{N}}\left\|Q^{1 / 2} e_{j}^{Q}\right\|_{H^{\beta-1}}^{2} \\
& \leqslant C_{\beta} \lambda_{N}^{-\beta}
\end{aligned}
$$

The treatment of the third error term $\epsilon_{N, \bar{N}}^{3}(T)$ is similar to the treatment of the second error term $\epsilon_{N, \bar{N}}^{2}(T)$, the details are omitted. It is worth observing that $\epsilon_{N, \bar{N}}^{3}(T)=0$ in the commutative noise case.

Gathering the estimates for the error terms obtained above, one obtains

$$
\left|\mathbb{E}\left[\Phi^{\bar{N}}\left(0, X^{N}(T)\right)\right]-\mathbb{E}\left[\Phi^{\bar{N}}\left(T, X^{N}(0)\right)\right]\right| \leqslant C_{\beta} \lambda_{N}^{-\theta \beta}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}}\right]\right)
$$

where we recall that $\theta=1$ in the commutative noise case and $\theta=1 / 2$ otherwise. This concludes the proof of the weak error estimate (61). Combining that result with Propositions 3.2 and 4.2, choosing an arbitrary initial value $x_{0}$ and letting $T \rightarrow \infty$ yields (62). The proof of Theorem 4.3 is thus completed.
5.3. Properties of an auxiliary process. In order to prove Theorem 4.4 it is convenient to introduce an auxiliary continuous time process $\left(\tilde{X}^{N}(t)\right)_{t \geqslant 0}$, defined as follows: for all $m \geqslant 0$ and all $t \in\left[t_{m}, t_{m+1}\right]$, set

$$
\begin{equation*}
\tilde{X}^{N}(t)=e^{\left(t-t_{m}\right) A_{\gamma}}\left(X_{m}^{N}+\left(t-t_{m}\right) F_{N}\left(X_{m}^{N}\right)+\mathcal{P}_{N}\left(\mathcal{W}^{Q}(t)-\mathcal{W}^{Q}\left(t_{m}\right)\right)\right) \tag{73}
\end{equation*}
$$

Observe that for all $m \geqslant 0$ one has $\lim _{t \rightarrow t_{m}} \tilde{X}^{N}(t)=X_{m}^{N}=\tilde{X}^{N}\left(t_{m}\right)$, therefore the auxiliary process $\left(\tilde{X}^{N}(t)\right)_{t \geqslant 0}$ is continuous. In addition, this process is a mild solution of the equation

$$
\begin{equation*}
d \tilde{X}^{N}(t)=A_{\gamma} \tilde{X}^{N}(t) d t+e^{\left(t-t_{\ell(t)}\right) A_{\gamma}} F_{N}\left(X_{\ell(t)}^{N}\right) d t+e^{\left(t-t_{\ell(t)}\right) A_{\gamma}} \mathcal{P}_{N} d \mathcal{W}^{Q}(t) \tag{74}
\end{equation*}
$$

where we recall the notation $\ell(t)=\lfloor t / \tau\rfloor$.
For all $t \geqslant 0$, define $\tilde{u}^{N}(t)=\Pi_{u} \tilde{X}^{N}(t)$ and $\tilde{v}^{N}(t)=\Pi_{v} \tilde{X}^{N}(t)$.
Let us state and prove some properties of the auxiliary process.

Proposition 5.2. Let Assumptions 2.1 and 2.3 be satisfied. Let $\beta \in[0,1]$, such that the condition (32) is satisfied. For all $p \in[1, \infty)$, there exists $C_{\beta, p} \in(0, \infty)$ such that if the initial value $x_{0}$ is a $\mathcal{F}_{0}$-measurable random variable, which satisfies $\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{2}\right]<\infty$, then one has

$$
\begin{equation*}
\sup _{N \in \mathbb{N}} \sup _{\tau \in(0,1)} \sup _{t \geqslant 0} \mathbb{E}\left[\left\|\tilde{X}^{N}(t)\right\|_{\mathcal{H}^{\beta}}^{p}\right] \leqslant C_{\beta, p}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]\right) \tag{75}
\end{equation*}
$$

In addition, for all $N \in \mathbb{N}, \tau \in(0,1)$ and $t \geqslant 0$, one has

$$
\begin{equation*}
\left(\mathbb{E}\left[\left\|\tilde{X}^{N}(t)-X_{\ell(t)}^{N}\right\|_{\mathcal{H}}^{p}\right]\right)^{\frac{1}{p}} \leqslant C_{\beta, p} \tau^{\min \left(\beta, \frac{1}{2}\right)}\left(1+\left(\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]\right)^{\frac{1}{p}}\right) \tag{76}
\end{equation*}
$$

Finally, for all $N \in \mathbb{N}, \tau \in(0,1)$ and $t \geqslant 0$, one has

$$
\begin{equation*}
\left(\mathbb{E}\left[\left\|\tilde{u}^{N}(t)-\tilde{u}^{N}\left(t_{\ell(t)}\right)\right\|_{H^{\beta-1}}^{p}\right]\right)^{\frac{1}{p}} \leqslant C_{\beta, p} \tau\left(1+\left(\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]\right)^{\frac{1}{p}}\right) \tag{77}
\end{equation*}
$$

Combining the inequalities (76) and (77) when $\beta \in\left[0, \frac{1}{2}\right]$, with the interpolation inequality (8) and Hölder's inequality, one obtains the following result: for all $N \in \mathbb{N}, \tau \in(0,1)$ and $t \geqslant 0$, one has

$$
\begin{equation*}
\left(\mathbb{E}\left[\left\|\tilde{u}^{N}(t)-\tilde{u}^{N}\left(t_{\ell(t)}\right)\right\|_{H^{-\beta}}^{p}\right]\right)^{\frac{1}{p}} \leqslant C_{\beta, p} \tau^{2 \beta}\left(1+\left(\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]\right)^{\frac{1}{p}}\right) \tag{78}
\end{equation*}
$$

Indeed, if $\beta \in\left[0, \frac{1}{2}\right]$, one has $-\beta \in[\beta-1,0]$.
The moment bounds (75) for $\tilde{X}^{N}(t)$ are straightforward consequences of the moment bounds (57) from Proposition 4.3 The increment bounds (76) for $\tilde{X}^{N}(t)$ are then obtained using the inequality (17) from Lemma 2.2.

Observe that one has a term of size $\tau$ in the right-hand side of (77). This plays an important role in the proof of Theorem4.4 below. Note that one needs to study the increments of $t \mapsto \tilde{u}^{N}(t)$ in the $\|\cdot\|_{H^{\beta-1}}$ norm to obtain this result. A similar result for the exact mild solution $(X(t))_{t \geqslant 0}$ of (35): indeed owing to (34) the increments of the mapping $t \mapsto u(t)=\Pi_{u} X(t)$ satisfy

$$
u\left(t_{2}\right)-u\left(t_{1}\right)=\int_{t_{1}}^{t_{2}} v(s) d s
$$

with $v(s)=\Pi_{v} X(s)$, and therefore

$$
\begin{aligned}
\left(\mathbb{E}\left[\left\|u\left(t_{2}\right)-u\left(t_{1}\right)\right\|_{H^{\beta-1}}^{p}\right]\right)^{\frac{1}{p}} & \leqslant\left(t_{2}-t_{1}\right) \sup _{s \geqslant 0}\left(\mathbb{E}\left[\|v(s)\|_{H^{\beta-1}}^{p}\right]\right)^{\frac{1}{p}} \leqslant\left(t_{2}-t_{1}\right) \sup _{s \geqslant 0}\left(\mathbb{E}\left[\|X(s)\|_{\mathcal{H}^{\beta}}^{p}\right]\right)^{\frac{1}{p}} \\
& \leqslant C_{\beta, p}\left(t_{2}-t_{1}\right)\left(1+\left(\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{p}\right]\right)^{\frac{1}{p}}\right)
\end{aligned}
$$

owing to the moment bounds (39) from Proposition 3.1. The proof of the increment bounds (77) is based on a similar approach but requires to deal with some extra terms.
Proof. Using the definition (73) of $\tilde{X}^{N}(t)$, the inequality (15), the Lipschitz continuity property (19) of $F$ from $\mathcal{H}$ to $\mathcal{H}^{1}$, and the inequality (7), one obtains the following inequality: for all $m \geqslant 0$ and all $t \in\left[t_{m}, t_{m+1}\right]$, one has

$$
\begin{aligned}
\left\|\tilde{X}^{N}(t)\right\|_{\mathcal{H}^{\beta}} & \leqslant\left\|X_{m}^{N}\right\|_{\mathcal{H}^{\beta}}+\tau\left\|F\left(X_{m}^{N}\right)\right\|_{\mathcal{H}^{1}}+\left\|\mathcal{W}^{Q}(t)-\mathcal{W}^{Q}\left(t_{m}\right)\right\|_{\mathcal{H}^{\beta}} \\
& \leqslant\left\|X_{m}^{N}\right\|_{\mathcal{H}^{\beta}}+C \tau\left(1+\left\|X_{m}^{N}\right\|_{\mathcal{H}}\right)+\left\|\mathcal{W}^{Q}(t)-\mathcal{W}^{Q}\left(t_{m}\right)\right\|_{\mathcal{H}^{\beta}}
\end{aligned}
$$

Recall that the Wiener process $\left(\mathcal{W}^{Q}(t)\right)_{t \geqslant 0}$ takes values in $\mathcal{H}^{\beta}$, therefore the equality (33) holds. Then using the condition $t-t_{m} \leqslant \tau$, the moment bounds (57) from Proposition 4.3 and Minkowskii's inequality, one obtains the moment bounds (75).

Let us now prove the increment bounds (76) for $t \mapsto \tilde{X}^{N}(t)$. Using the inequality (17) from Lemma 2.2 and the Lipschitz continuity property (20) of $F$ from $\mathcal{H}$ to $\mathcal{H}$, for all $m \geqslant 0$ and $t \in\left[t_{m}, t_{m+1}\right]$, one has

$$
\begin{aligned}
\left\|\tilde{X}^{N}(t)-X_{m}^{N}\right\|_{\mathcal{H}} & \leqslant\left\|\left(e^{\left(t-t_{m}\right) A_{\gamma}}-I\right) X_{m}^{N}\right\|_{\mathcal{H}}+\tau\left\|F\left(X_{m}^{N}\right)\right\|_{\mathcal{H}}+\left\|\mathcal{W}^{Q}(t)-\mathcal{W}^{Q}\left(t_{m}\right)\right\|_{\mathcal{H}} \\
& \leqslant C_{\beta} \tau^{\beta}\left\|X_{m}^{N}\right\|_{\mathcal{H}^{\beta}}+C \tau\left(1+\left\|X_{m}^{N}\right\|_{\mathcal{H}}\right)+\left\|\mathcal{W}^{Q}(t)-\mathcal{W}^{Q}\left(t_{m}\right)\right\|_{\mathcal{H}}
\end{aligned}
$$

Using the equality (33), the condition $t-t_{m} \leqslant \tau$, the moment bounds (57) from Proposition 4.3 and Minkowskii's inequality, one obtains the increment bounds (76).

It remains to prove the increment bounds (77) for $t \mapsto \tilde{u}^{N}(t)$. The stochastic evolution equation (74) for the auxiliary process $\left(\tilde{X}^{N}(t)\right)_{t \geqslant 0}$ is written as the following system: for all $m \geqslant 0$ and $t \in\left[t_{m}, t_{m+1}\right]$, one has

$$
\left\{\begin{array}{l}
d \tilde{u}^{N}(t)=\tilde{v}^{N}(t) d t+\Pi_{u} e^{\left(t-t_{m}\right) A_{\gamma}} F_{N}\left(X_{m}^{N}\right) d t+\Pi_{u} e^{\left(t-t_{m}\right) A_{\gamma}} \mathcal{P}_{N} d \mathcal{W}^{Q}(t)  \tag{79}\\
d \tilde{v}^{N}(t)=\left(-\Lambda \tilde{u}^{N}(t)-2 \gamma \tilde{v}^{N}(t)\right) d t+\Pi_{v} e^{\left(t-t_{m}\right) A_{\gamma}} F_{N}\left(X_{m}^{N}\right) d t+\Pi_{v} e^{\left(t-t_{m}\right) A_{\gamma}} \mathcal{P}_{N} d \mathcal{W}^{Q}(t)
\end{array}\right.
$$

As a consequence, since $u_{m}^{N}=\tilde{u}^{N}\left(t_{m}\right)$, one obtains the identities

$$
\begin{aligned}
\tilde{u}^{N}(t)-u_{m}^{N} & =\int_{t_{m}}^{t} \tilde{v}^{N}(s) d s+\int_{t_{m}}^{t} \Pi_{u} e^{\left(s-t_{m}\right) A_{\gamma}} F_{N}\left(X_{m}^{N}\right) d s+\int_{t_{m}}^{t} \Pi_{u} e^{\left(s-t_{m}\right) A_{\gamma}} \mathcal{P}_{N} d \mathcal{W}^{Q}(s) \\
& =\int_{t_{m}}^{t} \tilde{v}^{N}(s) d s+\Pi_{u} \int_{t_{m}}^{t}\left(e^{\left(s-t_{m}\right) A_{\gamma}}-I\right) F_{N}\left(X_{m}^{N}\right) d s+\Pi_{u} \int_{t_{m}}^{t}\left(e^{\left(s-t_{m}\right) A_{\gamma}}-I\right) \mathcal{P}_{N} d \mathcal{W}^{Q}(s)
\end{aligned}
$$

using the properties

$$
\Pi_{u} F_{N}\left(X_{m}^{N}\right)=0, \quad \int_{t_{m}}^{t} \Pi_{u} \mathcal{P}_{N} d \mathcal{W}^{Q}(s)=0
$$

to obtain the second equality. Note that $\beta-1 \leqslant 0$. Using the inequality (9), (17) and (7), the Lipschitz continuity property (20) of $F$ from $\mathcal{H}$ to $\mathcal{H}$, and Minkowskii's inequality, one obtains

$$
\begin{aligned}
\left(\mathbb{E}\left[\left\|\tilde{u}^{N}(t)-u_{m}^{N}\right\|_{H^{\beta-1}}^{p}\right]\right)^{\frac{1}{p}} & \leqslant \int_{t_{m}}^{t}\left(\mathbb{E}\left[\left\|\tilde{v}^{N}(s)\right\|_{H^{\beta-1}}^{p}\right]\right)^{\frac{1}{p}} d s+C \tau\left(1+\left(\mathbb{E}\left[\left\|X_{m}^{N}\right\|_{\mathcal{H}}^{p}\right]\right)^{\frac{1}{p}}\right) \\
& +\left(\mathbb{E}\left[\left\|\int_{t_{m}}^{t}\left(e^{\left(s-t_{m}\right) A_{\gamma}}-I\right) \mathcal{P}_{N} d \mathcal{W}^{Q}(s)\right\|_{\mathcal{H}^{\beta-1}}^{p}\right]\right)^{\frac{1}{p}} \\
& \left.\leqslant \tau \sup _{s \geqslant 0} \mathbb{E}\left[\left\|\tilde{X}^{N}(s)\right\|_{\mathcal{H}^{\beta}}^{p}\right]\right)^{\frac{1}{p}}+C \tau\left(1+\left(\mathbb{E}\left[\left\|X_{m}^{N}\right\|_{\mathcal{H}}^{p}\right]\right)^{\frac{1}{p}}\right) \\
& +C \tau\left(\mathbb{E}\left[\left\|\mathcal{W}^{Q}(t)-\mathcal{W}^{Q}\left(t_{m}\right)\right\|_{\mathcal{H}^{\beta}}^{p}\right]\right)^{\frac{1}{p}} .
\end{aligned}
$$

Using the moment bounds (75) and (57) for $\tilde{X}^{N}(s)$ and $X_{m}^{N}$ respectively, and the increment bounds (33) for $\mathcal{W}^{Q}(t)-\mathcal{W}^{Q}\left(t_{m}\right)$, one obtains (77).

The proof of Proposition 5.2 is thus completed.
5.4. Proof of Theorem4.4. Let $\varphi: \mathcal{H} \rightarrow \mathbb{R}$ be a mapping of class $\mathcal{C}^{2}$, with bounded first and second order derivatives. Without loss of generality in the sequel it is assumed that $\|\varphi\|_{1}+\|\varphi\|_{2} \leqslant 1$ to simplify the computations. In this section, the value of the spatial discretization parameter $N \in \mathbb{N}$ is fixed.

The objective of this section is to prove the inequality (63) from Theorem 4.4 Recall that the mapping $\Phi^{N}$ is defined by (66) (see Section (5.1) and that the auxiliary process $\left(\tilde{X}^{N}(t)\right)_{t \geqslant 0}$ is defined by (73). Since $X^{N}(0)=X_{N}^{0}=\mathcal{P}_{N} x_{0}$, the left-hand side of (63) can be written as follows: for all $M \geqslant 0$ one has

$$
\begin{aligned}
\mathbb{E}\left[\varphi\left(X^{N}\left(t_{M}\right)\right)\right]-\mathbb{E}\left[\varphi\left(X_{M}^{N}\right)\right] & =\mathbb{E}\left[\Phi^{N}\left(t_{M}, X_{0}^{N}\right)\right]-\mathbb{E}\left[\Phi^{N}\left(0, X_{M}^{N}\right)\right] \\
& =\sum_{m=0}^{M-1}\left(\mathbb{E}\left[\Phi^{N}\left(t_{M}-t_{m}, X_{m}^{N}\right)\right]-\mathbb{E}\left[\Phi^{N}\left(t_{M}-t_{m+1}, X_{m+1}^{N}\right)\right]\right) \\
& =\sum_{m=0}^{M-1}\left(\mathbb{E}\left[\Phi^{N}\left(t_{M}-t_{m}, \tilde{X}^{N}\left(t_{m}\right)\right)\right]-\mathbb{E}\left[\Phi^{N}\left(t_{M}-t_{m+1}, \tilde{X}^{N}\left(t_{m+1}\right)\right]\right),\right.
\end{aligned}
$$

owing to a standard telescoping sum argument.
Let $m \in\{0, \ldots, M-1\}$. Recall that the mapping $\Phi^{N}$ is solution of the Kolmogorov equation (67). On the time interval $\left[t_{m}, t_{m+1}\right], t \mapsto \tilde{X}^{N}(t)$ is solution of the stochastic evolution equation (174) with $t_{\ell(t)}=t_{m}$. Applying Itô's formula then yields the decomposition

$$
\begin{equation*}
\mathbb{E}\left[\Phi^{N}\left(t_{M}-t_{m}, \tilde{X}^{N}\left(t_{m}\right)\right)\right]-\mathbb{E}\left[\Phi^{N}\left(t_{M}-t_{m+1}, \tilde{X}^{N}\left(t_{m+1}\right)\right)\right]=\varepsilon_{m}^{1}+\varepsilon_{m}^{2}+\varepsilon_{m}^{3}+\varepsilon_{m}^{4} \tag{81}
\end{equation*}
$$

with error terms defined by

$$
\varepsilon_{m}^{1}=\int_{t_{m}}^{t_{m+1}} \mathbb{E}\left[D \Phi^{N}\left(t_{M}-t, \tilde{X}^{N}(t)\right) \cdot\left(\left(e^{\left(t-t_{m}\right) A_{\gamma}}-I\right) F_{N}\left(X_{m}^{N}\right)\right)\right] d t
$$

$$
\begin{aligned}
& \varepsilon_{m}^{2}=\int_{t_{m}}^{t_{m+1}} \mathbb{E}\left[D \Phi^{N}\left(t_{M}-t, \tilde{X}^{N}(t)\right) \cdot\left(F_{N}\left(X_{m}^{N}\right)-F_{N}\left(\tilde{X}^{N}(t)\right)\right)\right] d t \\
& \varepsilon_{m}^{3}=\frac{1}{2} \int_{t_{m}}^{t_{m+1}} \mathbb{E}\left[\sum_{n \in \mathbb{N}} D^{2} \Phi^{N}\left(t_{M}-t, \tilde{X}^{N}(t)\right) \cdot\left(\left(e^{\left(t-t_{m}\right) A_{\gamma}}-I\right) \mathcal{P}_{N}\left(0, Q^{1 / 2} e_{n}^{Q}\right), e^{\left(t-t_{m}\right) A_{\gamma}} \mathcal{P}_{N}\left(0, Q^{1 / 2} e_{n}^{Q}\right)\right)\right] d t \\
& \varepsilon_{m}^{4}=\frac{1}{2} \int_{t_{m}}^{t_{m+1}} \mathbb{E}\left[\sum_{n \in \mathbb{N}} D^{2} \Phi^{N}\left(t_{M}-t, \tilde{X}^{N}(t)\right) \cdot\left(\mathcal{P}_{N}\left(0, Q^{1 / 2} e_{n}^{Q}\right),\left(e^{\left(t-t_{m}\right) A_{\gamma}}-I\right) \mathcal{P}_{N}\left(0, Q^{1 / 2} e_{n}^{Q}\right)\right)\right] d t .
\end{aligned}
$$

Owing to the inequality (68) from Proposition [5.1] and to the inequality (17) from Lemma 2.2, and using the Lipschitz continuity property (19) of $F$ from $\mathcal{H}$ to $\mathcal{H}^{1}$, for the error term $\epsilon_{m}^{1}$ one obtains the following upper bounds:

$$
\begin{aligned}
\left|\varepsilon_{m}^{1}\right| & \leqslant \int_{t_{m}}^{t_{m+1}} \mathbb{E}\left[\left|D \Phi^{N}\left(t_{M}-t, \tilde{X}^{N}(t)\right) \cdot\left(\left(e^{\left(t-t_{m}\right) A_{\gamma}}-I\right) F_{N}\left(X_{m}^{N}\right)\right)\right|\right] d t \\
& \leqslant \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} \mathbb{E}\left[\left\|\left(e^{\left(t-t_{m}\right) A_{\gamma}}-I\right) F_{N}\left(X_{m}^{N}\right)\right\|_{\mathcal{H}}\right] d t \\
& \leqslant C \tau \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} \mathbb{E}\left[\left\|F_{N}\left(X_{m}^{N}\right)\right\|_{\mathcal{H}^{1}}\right] d t \\
& \leqslant C \tau \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} \mathbb{E}\left[\left(1+\left\|X_{m}^{N}\right\|_{\mathcal{H}}\right)\right] d t
\end{aligned}
$$

Finally, using the moment bounds (57) from Proposition 4.3 one has the following upper bounds for the error term $\varepsilon_{m}^{1}$ :

$$
\begin{equation*}
\left|\varepsilon_{m}^{1}\right| \leqslant C \tau\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}}\right]\right) \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t, \quad \forall m \in\{0, \ldots, M-1\} . \tag{82}
\end{equation*}
$$

To treat the error term $\varepsilon_{m}^{2}$, it is crucial to recall that $F(x)=(0, f(u))$ for all $x=(u, v) \in \mathcal{H}=H \times H^{-1}$. As a consequence, using the inequality (68) from Proposition [5.1] one obtains the following upper bounds:

$$
\begin{aligned}
\left|\varepsilon_{m}^{2}\right| & \leqslant \int_{t_{m}}^{t_{m+1}} \mathbb{E}\left[\left|D \Phi^{N}\left(t_{M}-t, \tilde{X}^{N}(t)\right) \cdot\left(F_{N}\left(X_{m}^{N}\right)-F_{N}\left(\tilde{X}^{N}(t)\right)\right)\right|\right] d t \\
& \leqslant \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} \mathbb{E}\left[\left\|F_{N}\left(X_{m}^{N}\right)-F_{N}\left(\tilde{X}^{N}(t)\right)\right\| \mathcal{H}\right] d t \\
& \leqslant \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} \mathbb{E}\left[\left\|f\left(u_{m}^{N}\right)-f\left(\tilde{u}^{N}(t)\right)\right\|_{\mathcal{H}^{-1}}\right] d t .
\end{aligned}
$$

It is then necessary to treat separately the cases $\beta \in\left[0, \frac{1}{2}\right]$ and $\beta \in\left[\frac{1}{2}, 1\right]$. On the one hand, if $\beta \in\left[0, \frac{1}{2}\right]$, using the condition (24) from Assumption 2.2 (with $\alpha=\beta$ ), the inequality (78) (which follows from the inequalities (76) and (77) from Proposition (5.2), the moment bounds (57) and (75) and Hölder's inequality, one obtains for all $t \in\left[t_{m}, t_{m+1}\right]$

$$
\begin{aligned}
\mathbb{E}\left[\left\|f\left(u_{m}^{N}\right)-f\left(\tilde{u}^{N}(t)\right)\right\|_{\mathcal{H}^{-1}}\right] & \leqslant C_{\beta}\left(1+\mathbb{E}\left[\left\|u_{m}^{N}\right\|_{\mathcal{H}^{\beta}}^{2}\right]+\mathbb{E}\left[\|\tilde{u}(t)\|_{\mathcal{H}^{\beta}}^{2}\right)^{\frac{1}{2}}\left(\mathbb{E}\left[\left\|u_{m}^{N}-\tilde{u}^{N}(t)\right\|_{\mathcal{H}^{-\beta}}^{2}\right]\right)^{\frac{1}{2}}\right. \\
& \leqslant C_{\beta} \tau^{2 \beta}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{2}\right]\right) .
\end{aligned}
$$

On the other hand, if $\beta \in\left[\frac{1}{2}, 1\right]$, using the inequality (28) (which follows from the condition (24) from Assumption [2.2), the inequality (77) from Proposition [5.2 the moment bounds (57) and (75) and Hölder's inequality, one obtains for all $t \in\left[t_{m}, t_{m+1}\right]$

$$
\begin{aligned}
\mathbb{E}\left[\left\|f\left(u_{m}^{N}\right)-f\left(\tilde{u}^{N}(t)\right)\right\|_{\mathcal{H}^{-1}}\right] & \leqslant C_{\beta}\left(1+\mathbb{E}\left[\left\|u_{m}^{N}\right\|_{\mathcal{H}^{\beta}}^{2}\right]+\mathbb{E}\left[\|\tilde{u}(t)\|_{\mathcal{H}^{\beta}}^{2}\right)^{\frac{1}{2}}\left(\mathbb{E}\left[\left\|u_{m}^{N}-\tilde{u}^{N}(t)\right\|_{\mathcal{H}^{\beta-1}}^{2}\right]\right)^{\frac{1}{2}}\right. \\
& \leqslant C_{\beta} \tau\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{2}\right]\right) .
\end{aligned}
$$

Finally, one has the following upper bounds for the error term $\varepsilon_{m}^{2}$ :

$$
\begin{equation*}
\left|\varepsilon_{m}^{2}\right| \leqslant C_{\beta} \tau^{\min (2 \beta, 1)}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{2}\right]\right) \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t, \quad \forall m \in\{0, \ldots, M-1\} . \tag{83}
\end{equation*}
$$

The error terms $\epsilon_{m}^{3}$ and $\epsilon_{m}^{4}$ are treated with the same arguments. Using the inequality (69) from Proposition 5.1 and the inequality (16) from Lemma 2.1, one obtains

$$
\left|\epsilon_{m}^{3}\right|+\left|\epsilon_{m}^{4}\right| \leqslant C \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} \sum_{n \in \mathbb{N}}\left\|\left(0, Q^{1 / 2} e_{n}^{Q}\right)\right\|_{\mathcal{H}}\left\|\left(e^{\left(t-t_{m}\right) A_{\gamma}}-I\right)\left(0, Q^{1 / 2} e_{n}^{Q}\right)\right\|_{\mathcal{H}} d t
$$

Using the inequality (17) from Lemma 2.2, one then obtains

$$
\begin{aligned}
\left|\epsilon_{m}^{3}\right|+\left|\epsilon_{m}^{4}\right| & \leqslant C_{\beta} \tau^{\beta} \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t \sum_{n \in \mathbb{N}}\left\|\left(0, Q^{1 / 2} e_{n}^{Q}\right)\right\|_{\mathcal{H}}\left\|\left(0, Q^{1 / 2} e_{n}^{Q}\right)\right\|_{\mathcal{H}^{\beta}} \\
& \leqslant C_{\beta} \tau^{\beta} \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t \sum_{n \in \mathbb{N}}\left\|Q^{1 / 2} e_{n}^{Q}\right\|_{H^{-1}}\left\|Q^{1 / 2} e_{n}^{Q}\right\|_{H^{\beta-1}} \\
& \leqslant C_{\beta} \tau^{\beta} \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t \sum_{n \in \mathbb{N}}\left\|Q^{1 / 2} e_{n}^{Q}\right\|_{H^{\beta-1}}^{2} \\
& \leqslant C_{\beta} \tau^{\beta} \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t
\end{aligned}
$$

assuming that $\beta$ satisfies the condition (32).
Let us now get a higher rate of convergence in the commutative noise case. If $\beta \in\left[0, \frac{1}{2}\right]$, one has

$$
\begin{aligned}
\left|\epsilon_{m}^{3}\right|+\left|\epsilon_{m}^{4}\right| & \leqslant C_{\beta} \tau^{2 \beta} \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t \sum_{n \in \mathbb{N}}\left\|\left(0, Q^{1 / 2} e_{n}^{Q}\right)\right\|_{\mathcal{H}}\left\|\left(0, Q^{1 / 2} e_{n}^{Q}\right)\right\|_{\mathcal{H}^{2 \beta}} \\
& \leqslant C_{\beta} \tau^{2 \beta} \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t \sum_{n \in \mathbb{N}}\left\|Q^{1 / 2} e_{n}^{Q}\right\|_{H^{-1}}\left\|Q^{1 / 2} e_{n}^{Q}\right\|_{H^{2 \beta-1}} \\
& \leqslant C_{\beta} \tau^{2 \beta} \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t \sum_{n \in \mathbb{N}}\left\|Q^{1 / 2} e_{n}^{Q}\right\|_{H^{\beta-1}}^{2} \\
& \leqslant C_{\beta} \tau^{2 \beta} \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t
\end{aligned}
$$

while if $\beta \in\left[\frac{1}{2}, 1\right]$, one has

$$
\begin{aligned}
\left|\epsilon_{m}^{3}\right|+\left|\epsilon_{m}^{4}\right| & \leqslant C \tau \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t \sum_{n \in \mathbb{N}}\left\|\left(0, Q^{1 / 2} e_{n}^{Q}\right)\right\|_{\mathcal{H}}\left\|\left(0, Q^{1 / 2} e_{n}^{Q}\right)\right\|_{\mathcal{H}^{1}} \\
& \leqslant C \tau \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t \sum_{n \in \mathbb{N}}\left\|Q^{1 / 2} e_{n}^{Q}\right\|_{H^{-1}}\left\|Q^{1 / 2} e_{n}^{Q}\right\|_{H} \\
& \leqslant C \tau \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t \sum_{n \in \mathbb{N}}\left\|Q^{1 / 2} e_{n}^{Q}\right\|_{H^{-\frac{1}{2}}}^{2} \\
& \leqslant C \tau \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t \sum_{n \in \mathbb{N}}\left\|Q^{1 / 2} e_{n}^{Q}\right\|_{H^{\beta-1}}^{2} \\
& \leqslant C_{\beta} \tau \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t
\end{aligned}
$$

using the inequality $-\frac{1}{2} \leqslant \beta-1$.
Recall that the definition of the parameter $\theta: \theta=\frac{1}{2}$ in the general case and $\theta=1$ in the commutative noise case. Finally, one obtains the following error bounds for the error terms $\varepsilon_{m}^{3}$ and $\varepsilon_{m}^{4}$ :

$$
\begin{equation*}
\left|\varepsilon_{m}^{3}\right|+\left|\varepsilon_{m}^{4}\right| \leqslant C_{\beta} \tau^{\min (2 \theta \beta, 1)} \int_{t_{m}}^{t_{m+1}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t, \quad \forall m \in\{0, \ldots, M-1\} . \tag{84}
\end{equation*}
$$

It remains to gather the bounds (82), (83) and (84) for the error terms appearing in the right-hand side of the decomposition of the local weak error (81). Note that for all $M \geqslant 0$ one has

$$
\int_{0}^{t_{M}} e^{-\rho(\gamma, f)\left(t_{M}-t\right)} d t \leqslant \int_{0}^{\infty} e^{-\rho(\gamma, f) t} d t=\rho(\gamma, f)^{-1}
$$

Using the decomposition (80) of the global weak error, one obtains

$$
\left|\mathbb{E}\left[\varphi\left(X^{N}\left(t_{M}\right)\right)\right]-\mathbb{E}\left[\varphi\left(X_{M}^{N}\right)\right]\right| \leqslant C_{\beta} \tau^{\min (2 \theta \beta, 1)}\left(1+\mathbb{E}\left[\left\|x_{0}\right\|_{\mathcal{H}^{\beta}}^{2}\right]\right)
$$

which concludes the proof of the error estimate (63). Combining that result with Propositions 4.4 and 4.2 choosing an arbitrary initial value $x_{0}$ and letting $M \rightarrow \infty$ yields (64). The proof of Theorem 4.4 is thus completed.

## Appendix A. Proof of Lemma 2.1

The techniques of the proof are similar to those used in [37, Lemma 5.1].
Proof. Let $\gamma \in(0, \infty)$. Owing to the expression (9) of $e^{t A_{\gamma}} x$, it is sufficient to prove that for all $n \in \mathbb{N}$ the solution $t \mapsto\left(u_{n}(t), v_{n}(t)\right)$ of (10) satisfies the following inequality: for all $n \in \mathbb{N}$ and all $t \geqslant 0$ one has

$$
\begin{equation*}
\left|u_{n}(t)\right|^{2}+\lambda_{n}^{-1}\left|v_{n}(t)\right|^{2} \leqslant(M(\gamma))^{2} e^{-2 \rho(\gamma) t}\left(\left|u_{n}(0)\right|^{2}+\lambda_{n}^{-1}\left|v_{n}(0)\right|^{2}\right) \tag{85}
\end{equation*}
$$

In the sequel, the value of $n \in \mathbb{N}$ is fixed. Introduce the auxiliary parameters

$$
\theta_{n, \gamma}=\frac{\min \left(\lambda_{n}, \gamma^{2}\right)}{2 \gamma}, \quad \Theta_{n, \gamma}=\theta_{n, \gamma}^{2}-2 \gamma \theta_{n, \gamma}+\lambda_{n}
$$

and the auxiliary functions, defined by

$$
\tilde{w}_{n, \gamma}(t)=e^{\theta_{n, \gamma} t} u_{n}(t), \quad \forall t \geqslant 0 .
$$

Straightforward computations show that $\tilde{w}_{n, \gamma}$ is solution of the linear second-order differential equation

$$
\begin{equation*}
\tilde{w}_{n, \gamma}^{\prime \prime}(t)+2\left(\gamma-\theta_{n, \gamma}\right) \tilde{w}_{n, \gamma}^{\prime}(t)+\Theta_{n, \gamma} \tilde{w}_{n, \gamma}(t)=0 \tag{86}
\end{equation*}
$$

with initial values $\tilde{w}_{n, \gamma}(0)=u_{n}(0)$ and $\tilde{w}_{n, \gamma}^{\prime}(0)=v_{n}(0)+\theta_{n, \gamma} u_{n}(0)$.
We claim that the following equalities hold: for all $t \geqslant 0$ one has

$$
\begin{equation*}
\left|\tilde{w}_{n, \gamma}^{\prime}(t)\right|^{2}+\Theta_{n, \gamma}\left|\tilde{w}_{n, \gamma}(t)\right|^{2}+4\left(\gamma-\theta_{n, \gamma}\right) \int_{0}^{t}\left|\tilde{w}_{n, \gamma}^{\prime}(s)\right|^{2} d s \leqslant\left|\tilde{w}_{n, \gamma}^{\prime}(0)\right|^{2}+\Theta_{n, \gamma}\left|\tilde{w}_{n, \gamma}(0)\right|^{2} \tag{87}
\end{equation*}
$$

and

$$
\begin{align*}
\left|\tilde{w}_{n, \gamma}^{\prime}(t)+2\left(\gamma-\theta_{n, \gamma}\right) \tilde{w}_{n, \gamma}(t)\right|^{2}+\Theta_{n, \gamma}\left(\left|\tilde{w}_{n, \gamma}(t)\right|^{2}\right. & \left.+4\left(\gamma-\Theta_{n, \gamma}\right) \int_{0}^{t}\left|\tilde{w}_{n, \gamma}(s)\right|^{2} d s\right)  \tag{88}\\
& =\left|\tilde{w}_{n, \gamma}^{\prime}(0)+2\left(\gamma-\theta_{n, \gamma}\right) \tilde{w}_{n, \gamma}(0)\right|^{2}+\Theta_{n, \gamma}\left|\tilde{w}_{n, \gamma}(0)\right|^{2}
\end{align*}
$$

To prove (87), it suffices to multiply the left-hand side of (86) by $\tilde{w}_{n, \gamma}^{\prime}(t)$ to obtain the identity

$$
\frac{1}{2} \frac{d\left|\tilde{w}_{n, \gamma}^{\prime}(t)\right|^{2}}{d t}+2\left(\gamma-\theta_{n, \gamma}\right)\left|\tilde{w}_{n, \gamma}^{\prime}(t)\right|^{2}+\frac{\Theta_{n, \gamma}}{2} \frac{d\left|\tilde{w}_{n, \gamma}(t)\right|^{2}}{d t}=0
$$

and to integrate from 0 to $t$. To prove (88), it suffices to check the identity

$$
\begin{aligned}
\frac{1}{2} \frac{d\left|\tilde{w}_{n, \gamma}^{\prime}(t)+2\left(\gamma-\theta_{n, \gamma}\right) \tilde{w}_{n, \gamma}(t)\right|^{2}}{d t} & =\left(\tilde{w}_{n, \gamma}^{\prime \prime}(t)+2\left(\gamma-\theta_{n, \gamma}\right) \tilde{w}_{n, \gamma}^{\prime}(t)\right)\left(\tilde{w}_{n, \gamma}^{\prime}(t)+2\left(\gamma-\theta_{n, \gamma}\right) \tilde{w}_{n, \gamma}(t)\right) \\
& =-\Theta_{n, \gamma} \tilde{w}_{n, \gamma}(t)\left(\tilde{w}_{n, \gamma}^{\prime}(t)+2\left(\gamma-\theta_{n, \gamma}\right) \tilde{w}_{n, \gamma}(t)\right) \\
& =-\Theta_{n, \gamma}\left(\frac{1}{2} \frac{d\left|\tilde{w}_{n, \gamma}(t)\right|^{2}}{d t}+2\left(\gamma-\theta_{n, \gamma}\right)\left|\tilde{w}_{n, \gamma}(t)\right|^{2}\right)
\end{aligned}
$$

and to integrate from 0 to $t$.
We are now in position to proceed with the proof of the inequality (85). Two cases need to be treated separately.

First, assume that the condition $\gamma^{2} \leqslant \lambda_{n}$ is satisfied. In that case one has

$$
\begin{aligned}
& \theta_{n, \gamma}=\gamma-\theta_{n, \gamma}=\frac{\gamma}{2}>0 \\
& \Theta_{n, \gamma}=\theta_{n, \gamma}^{2}-2 \gamma \theta_{n, \gamma}+\lambda_{n}=\lambda_{n}-\frac{3 \gamma^{2}}{4} \geqslant \frac{\lambda_{n}}{4}>0
\end{aligned}
$$

Owing to the lower bounds above and to the inequality (87), for all $t \geqslant 0$ one has

$$
\begin{aligned}
\left|\tilde{w}_{n, \gamma}^{\prime}(t)\right|^{2} & \leqslant\left|\tilde{w}_{n, \gamma}^{\prime}(0)\right|^{2}+\left(\lambda_{n}-\frac{3 \gamma^{2}}{4}\right)\left|\tilde{w}_{n, \gamma}(0)\right|^{2} \\
& \leqslant C(\gamma)\left(\left|v_{n}(0)\right|^{2}+\lambda_{n}\left|u_{n}(0)\right|^{2}\right),
\end{aligned}
$$

where $C(\gamma) \in(0, \infty)$ is a positive real number (independent of $n \in \mathbb{N}$ and $t \geqslant 0)$. In addition, owing to the lower bounds above and to the inequality (88), for all $t \geqslant 0$, one has

$$
\begin{aligned}
\frac{\lambda_{n}}{4}\left|\tilde{w}_{n, \gamma}(t)\right|^{2} & \leqslant \Theta_{n, \gamma}\left|\tilde{w}_{n, \gamma}(t)\right|^{2} \\
& \leqslant\left|\tilde{w}_{n, \gamma}^{\prime}(0)+2\left(\gamma-\theta_{n, \gamma}\right) \tilde{w}_{n, \gamma}(0)\right|^{2}+\Theta_{n, \gamma}\left|\tilde{w}_{n, \gamma}(0)\right|^{2} \\
& \leqslant C(\gamma)\left(\left|v_{n}(0)\right|^{2}+\lambda_{n}\left|u_{n}(0)\right|^{2}\right)
\end{aligned}
$$

By the definition $\tilde{w}_{n, \gamma}(t)=e^{\theta_{n, \gamma} t} u_{n}(t)=e^{\gamma t / 2} u_{n}(t)$ of the auxiliary function $\tilde{w}_{n, \gamma}$, one obtains the identities

$$
\begin{aligned}
& u_{n}(t)=e^{-\gamma t / 2} \tilde{w}_{n, \gamma}(t) \\
& v_{n}(t)=u_{n}^{\prime}(t)=e^{-\gamma t / 2}\left(\tilde{w}_{n, \gamma}^{\prime}(t)-\frac{\gamma}{2} \tilde{w}_{n, \gamma}(t)\right)
\end{aligned}
$$

Finally using the inequalities above yields the inequality (85) when the condition $\gamma^{2} \leqslant \lambda_{n}$ is satisfied.
Second, assume that the condition $\lambda_{n} \leqslant \gamma^{2}$ is satisfied. In that case one has

$$
\begin{aligned}
& \theta_{n, \gamma}=\frac{\lambda_{n}}{2 \gamma} \\
& \gamma-\theta_{n, \gamma}=\gamma\left(1-\frac{\lambda_{n}}{2 \gamma^{2}}\right) \geqslant \frac{\gamma}{2} \in\left[0, \frac{\gamma}{2}\right] \\
& \Theta_{n, \gamma}=\theta_{n, \gamma}^{2}-2 \gamma \theta_{n, \gamma}+\lambda_{n}=\theta_{n, \gamma}^{2}=\frac{\lambda_{n}^{2}}{4 \gamma^{2}} \in\left[0, \frac{\lambda_{n}}{4}\right]
\end{aligned}
$$

Owing to the lower bounds above and to the inequality (87), for all $t \geqslant 0$ one has

$$
\left|\tilde{w}_{n, \gamma}^{\prime}(t)\right|^{2} \leqslant\left|\tilde{w}_{n, \gamma}^{\prime}(0)\right|^{2}+\frac{\lambda_{n}^{2}\left|\tilde{w}_{n, \gamma}(0)\right|^{2}}{4 \gamma^{2}} \leqslant\left|\tilde{w}_{n, \gamma}^{\prime}(0)\right|^{2}+\frac{\lambda_{n}\left|\tilde{w}_{n, \gamma}(0)\right|^{2}}{4}
$$

In addition, using the bounds above and owing to the inequality (88), for all $t \geqslant 0$, one has

$$
\begin{aligned}
\gamma^{2}\left|\tilde{w}_{n, \gamma}(t)\right|^{2} & \leqslant 4\left(\gamma-\theta_{n, \gamma}\right)^{2}\left|\tilde{w}_{n, \gamma}(t)\right|^{2} \\
& \leqslant 2\left|\tilde{w}_{n, \gamma}^{\prime}(t)+2\left(\gamma-\theta_{n, \gamma}\right) \tilde{w}_{n, \gamma}(t)\right|^{2}+2\left|\tilde{w}_{n, \gamma}^{\prime}(t)\right|^{2} \\
& \leqslant 2\left|\tilde{w}_{n, \gamma}^{\prime}(0)+2\left(\gamma-\theta_{n, \gamma}\right) \tilde{w}_{n, \gamma}(0)\right|^{2}+\frac{\lambda_{n}^{2}}{2 \gamma^{2}}\left|\tilde{w}_{n, \gamma}(0)\right|^{2}+2\left|\tilde{w}_{n, \gamma}^{\prime}(0)\right|^{2}+\frac{\lambda_{n}^{2}\left|\tilde{w}_{n, \gamma}(0)\right|^{2}}{2 \gamma^{2}} \\
& \leqslant C(\gamma)\left(\left|\tilde{w}_{n, \gamma}^{\prime}(0)\right|^{2}+\left|\tilde{w}_{n, \gamma}(0)\right|^{2}\right)
\end{aligned}
$$

where $C(\gamma) \in(0, \infty)$ is a positive real number (independent of $n \in \mathbb{N}$ and $t \geqslant 0$ ).
By the definition $\tilde{w}_{n, \gamma}(t)=e^{\theta_{n, \gamma} t} u_{n}(t)=e^{\frac{\lambda_{n} t}{2 \gamma}} u_{n}(t)$ of the auxiliary function $\tilde{w}_{n, \gamma}$, one obtains the identities

$$
\begin{aligned}
& u_{n}(t)=e^{-\frac{\lambda_{n} t}{2 \gamma}} \tilde{w}_{n, \gamma}(t) \\
& v_{n}(t)=u_{n}^{\prime}(t)=e^{-\frac{\lambda_{n} t}{2 \gamma}}\left(\tilde{w}_{n, \gamma}^{\prime}(t)-\frac{\lambda_{n}}{2 \gamma} \tilde{w}_{n, \gamma}(t)\right)
\end{aligned}
$$

and using the inequalities $\lambda_{1} \leqslant \lambda_{n} \leqslant \gamma^{2}$ in the considered case, using the inequalities above yields the inequality (85) when the condition $\lambda_{n} \leqslant \gamma^{2}$ is satisfied.

Finally the inequality (85) is proved in all situations (where the positive real numbers $M(\gamma)$ and $\rho(\gamma)$ are independent of $n \in \mathbb{N}$ and $t \geqslant 0$ ). The proof of Lemma 2.1 is thus completed.
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