
ar
X

iv
:2

10
4.

14
19

8v
1 

 [
m

at
h.

PR
] 

 2
9 

A
pr

 2
02

1

Asymptotic preserving schemes for SDEs driven by

fractional Brownian motion in the averaging regime

Charles-Edouard Bréhier

Abstract. We design numerical schemes for a class of slow-fast systems of stochastic dif-
ferential equations, where the fast component is an Ornstein-Uhlenbeck process and the
slow component is driven by a fractional Brownian motion with Hurst index H ą 1{2. We
establish the asymptotic preserving property of the proposed scheme: when the time-scale
parameter goes to 0, a limiting scheme which is consistent with the averaged equation is
obtained. With this numerical analysis point of view, we thus illustrate the recently proved
averaging result for the considered SDE systems and the main differences with the standard
Wiener case.

1. Introduction

Multiscale and stochastic systems propose theoretical and computational challenges in
all fields of science, including for instance fluid dynamics, biology, finance and engineering.
Many models are driven by the standard Wiener process, however the fractional Brownian
motion [8] is another popular model, especially in finance and turbulence modelling.

In this article, we consider stochastic differential equations (SDEs) of the following type:

(1)

$

’

&

’

%

dXǫptq “ gpXǫptq, mǫptqqdβHptq,

dmǫptq “ ´1

ǫ
mǫptqdt `

?
2?
ǫ
dBptq,

with Xǫp0q “ x0, m
ǫp0q “ mǫ

0, where ǫ is the time-scale separation parameter,
`

Bptq
˘

tě0
is

a standard Wiener process, g : R2 Ñ R is a sufficiently regular mapping (see Section 2.3 for
more details), and

`

βHptq
˘

tě0
is a fractional Brownian motion with Hurst index H ą 1{2,

such that B and βH are independent. Note that mǫ is a standard real-valued Ornstein-
Uhlenbeck process. Since H ą 1{2, the evolution equation for Xǫ, i.e. the first equation
in (1), is understood in the sense of Young, see for instance [10, 11].

The objective of this article is to build and study the behavior of numerical schemes in the
regime ǫ Ñ 0. In that regime, Hairer and Li proved recently [3] that the following averaging
principle holds (see Section 2.4 below): the slow component Xǫ converges in probability to
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the solution X
pHq

of the averaged equation

(2) dX
pHqptq “ gpXpHqptqqdβHptq,

with initial condition X
pHqp0q “ x0, where the averaged coefficient is defined by gpxq “

Em„N p0,1qrgpx,mqs. See also [2, 7] for other recent contributions dealing with the behavior
of multiscale systems driven by fractional Brownian motion. It is worth mentioning that
the expression of the averaging principle differs from the case of SDEs driven by standard
Wiener processes in two directions: first, if H “ 1{2, the averaged equation is given by

dX
p1{2qptq “

`

g2pXp1{2qptqq
˘

1

2dβ1{2ptq,
second, if H “ 1{2, the convergence only holds in distribution in general. We refer for
instance to [4, 13] and to [12, Chapter 17] for seminal references on the averaging principle
for SDEs driven by standard Wiener processes.

In this article, we revisit the averaging principle from [3] with a numerical analysis
point of view: precisely we consider the notion of asymptotic preserving schemes, see the
recent contribution [1] for stochastic systems and references therein. We retrieve the same
differences between the standard and fractional Brownian motion cases at the discrete time
level. Let us now describe the scheme studied in this article: let ∆t denote the time-step
size, then the scheme is given by

(3)

$

&

%

Xǫ
n`1 “ Xǫ

n ` gpXǫ
n, m

ǫ
n`1q

`

βHptn`1q ´ βHptnq
˘

mǫ
n`1 “ e´∆t

ǫ mǫ
n `

b

1 ´ e´ 2∆t
ǫ γn,

where
`

γn
˘

ně0
are independent standard Gaussian random variables. Note that the Ornstein-

Uhlenbeck process mǫ is discretized exactly in distribution: mǫ
n and mǫpn∆tq are equal in

distribution for all n ě 0. The slow component Xǫ is discretized using a standard Eu-
ler scheme (with an implicit treatment of the fast component). It is well-known that the
scheme (3) is consistent with the system (1) when ∆t Ñ 0, when the parameter ǫ is fixed,
see for instance [5, 6, 9] for the study of the Euler schemes and variants for SDEs driven by
fractional Brownian motion with Hurst index H ą 1{2.

When the time-scale separation parameter vanishes, i.e. ǫ Ñ 0, it is straightforward to
check that for all n ě 1, one has mǫ

n Ñ γn, and Xǫ
n Ñ X0

n, where the limiting scheme satisfies

(4) X0
n`1 “ X0

n ` gpX0
n, γnq

`

βHptn`1q ´ βHptnq
˘

.

The main result of this article is the consistence of the limiting scheme (4) with the
averaged equation (2), see Theorem 2.2 below for a rigorous statement: when ∆t Ñ 0, X0

N

converges in probability to XpT q, where T “ N∆t. This result means that the scheme (3)
is asymptotic preserving: the following diagram commutes when ∆t, ǫ Ñ 0

(5)

Xǫ
N

∆tÑ0ÝÝÝÑ XǫpT q
§

§

đ

ǫÑ0

§

§

đ

ǫÑ0

X0
N

∆tÑ0ÝÝÝÑ XpT q.
In practice, this property means that the time-step size ∆t can be chosen independently of
the time-scale separation parameter ǫ, and that the scheme is both consistent with the model
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when ǫ is fixed and able to capture the limiting averaged equation. Asymptotic preserving
schemes for SDEs driven by standard Wiener processes have been introduced and studied
in the recent preprint [1]. To the best of our knowledge, they have not been studied in the
case of SDEs driven by fractional Brownian motion. Our study reveals that the differences
seen in the averaging principle at the continuous-time level also appear for the discretization:
in the fractional Brownian motion case, the convergence holds in probability (instead of in
distribution) and in the limiting equation the average of g (instead of g2) is computed.

Observe that proposing an asymptotic preserving scheme in a stochastic context is not
trivial. Like in [1], if the Ornstein-Uhlenbeck component was discretized using a implicit
Euler scheme

mǫ
n`1 “ 1

1 ` ∆t
ǫ

`

mǫ
n `

c

∆t

ǫ
γn

˘

,

the associated limiting scheme would be given by

Xn`1 “ Xn ` gpXn, 0q
`

βHptn`1q ´ βHptnq
˘

instead of (4), which is not consistent with (2) in general: it is consistent only if gpxq “ gpx, 0q
for all x. In addition, if the Ornstein-Uhlenbeck process

`

mǫptq
˘

tě0
is replaced by an arbitrary

ergodic process, the averaging principle still holds (with an appropriate modification of the
definition of g), however there is no known construction of an asymptotic preserving scheme
in this general case, even in the standard Brownian motion case, to the best of our knowledge.

The main result of this article is proved first for a simplified case, assuming that gpx,mq “
gpmq only depends on the variable m – in that case g is a constant. The proof in the
simplified case is elementary, and it is provided in order to exhibit the main ideas and the
main differences compared with the standard Brownian motion case. The main result is then
proved in the general case, using more technical arguments.

This article is organized as follows. Section 2 presents notation and preliminary results:
in particular assumptions concerning the multiscale SDE system are given in Section 2.3,
the averaging principle from [3] is presented in Section 2.4, numerical schemes are presented
in Section 2.5, and the main result, Theorem 2.2, is stated and discussed in Section 2.6. The
simplified case (gpx,mq “ gpmq) is studied in Section 3, in particular the comparison with
the standard Brownian motion case is performed in Section 3.2. The general case is studied
in Section 4. Section 5 is devoted to concluding remarks and perspectives for future works.

2. General setting

To simplify notation, in this article we consider real-valued processes. Up to straightfor-
ward modifications the results are generalized to higher dimension.

2.1. Notation. Let H P p1
2
, 1q, let

`

βHptq
˘

tě0
be a real-valued fractional Brownian

motion with Hurst index H , and let
`

Bptq
˘

tě0
be a standard real-valued Brownian motion.

It is assumed that βH and B are independent. Let FH “ σtβHptq; t ě 0u be the σ-field
generated by the fractional Brownian motion βH . The conditional expectation operator
Er¨|FHs is denoted by E

H r¨s in the sequel.
The time-scale separation parameter is denoted by ǫ, without loss of generality ǫ P p0, 1q.

The slow variable is denoted by Xǫ, whereas the fast variable is denoted by mǫ.
3



2.2. A criterion for convergence in probability. In this article, convergence of
random variables is understood as convergence in probability – except in Section 3.2 where
convergence in distribution needs to be considered.

Let us state an elementary criterion to express convergence in probability in terms of
convergence of averages. We use the following convention throughout this article: a mapping
ϕ : R Ñ R is said to be of class CK

b for some K P N if it is bounded and K times continuously
differentiable, and if its derivatives of order 1, . . . , K are bounded.

Lemma 2.1. Let pΩ,F ,Pq be a probability space and G Ă F be a σ-field. Let K P N.
Let X be a G-measurable real-valued random variable, and let

`

XN

˘

NPN
be a sequence of

real-valued random variables.
The following statements are equivalent.

(i) XN converges to X in probability when N Ñ 8: for all η P p0, 1q,
Pp|XN ´ X| ą ηq Ñ

NÑ8
0.

(ii) For any function ϕ : R Ñ R of class CK
b , one has

(6) E
“ˇ

ˇErϕpXNq|Gs ´ ϕpXq
ˇ

ˇ

‰

Ñ
NÑ8

0.

The proof of Lemma 2.1 is given in the appendix.
The expression of convergence in probability in the form of (6) is convenient for several

reasons. First, it allows us to provide proofs using Taylor expansion arguments. Second, in
the simplified case (g does not depend on x) it allows us to provide an elementary proof and
a comparison with the standard Brownian case. Finally, expression (6) may be appropriate
to exhibit a speed of convergence, however this question goes beyond the scope of this article
and is left open for future works.

2.3. The multiscale stochastic system. In this article, we study multiscale stochastic
systems of the type

(7)

$

’

&

’

%

dXǫptq “ gpXǫptq, mǫptqqdβHptq,

dmǫptq “ ´1

ǫ
mǫptqdt `

?
2?
ǫ
dBptq,

with initial conditions Xǫp0q “ x0 and mǫp0q “ m0, which are assumed to be deterministic
and independent of the parameter ǫ, for simplicity. Assume that g : R2 Ñ R is of class C3,
with bounded derivatives of order 1, 2, 3. Then the system (7) admits a unique solution, such
that for all t ě 0 one has

$

’

’

&

’

’

%

Xǫptq “ x0 `
ż t

0

gpXǫpsq, mǫpsqqdβHpsq,

mǫptq “ e´ t
ǫm0 `

?
2

ż t

0

e´ t´s
ǫ dBpsq.

Note that mǫ is an Ornstein-Uhlenbeck process, for any value of ǫ P p0, 1q. The stochastic
integral in the Xǫ component is interpreted as a Young integral.

In Section 3, we study a simplified case, where gpx,mq “ gpmq for all x,m P R
2. The

general case is studied in Section 4
4



2.4. The averaging principle. The goal of this section is to state the averaging prin-
ciple result from [3].

Define the averaged coefficient g : R Ñ R as follows

gpxq “
ż

gpx,mqdνpmq, x P R,

where ν “ N p0, 1q is the standard Gaussian distribution. Note that ν is the unique invariant
distribution of the Ornstein-Uhlenbeck process mǫ, for all ǫ P p0, 1q, and for every fixed
t P p0,8q and x P R, one has

Ergpx,mǫptqqs Ñ
ǫÑ0

gpxq.
The mapping g inherits the regularity of the mapping g with respect to the x-variable: g is
of class C3, with bounded derivatives of order 1, 2, 3.

Let
`

Xptq
˘

tě0
be the unique solution of the averaged equation

(8) dXptq “ gpXptqqdβHptq,
with initial condition Xp0q “ x0. One has for all t ě 0

Xptq “ x0 `
ż t

0

gpXpsqqdβHpsq,

where the stochastic integral is interpreted in the sense Young sense.
The averaging principle from [3] states that Xǫ converges in probability to X when ǫ Ñ 0.

In this article, we consider a weaker version: for all T ě 0, XǫpT q converges in distribution
to XpT q. Owing to Lemma 2.1, one has the following formulation:

(9) lim
ǫÑ0

E
“ˇ

ˇE
H rϕpXǫpT qqs ´ ϕpXpT qq

ˇ

ˇ

‰

“ 0

for every function ϕ of class C3
b .

2.5. Numerical schemes. Let us introduce the numerical scheme studied in this arti-
cle. Let T P p0,8q and let ∆t denote the time-step size. We assume that T “ N∆t where
N P N is an integer. Set tn “ n∆t and γn “ ∆t´1{2

`

Bptn`1q ´ Bptnq
˘

for all n ě 0. For any
values of the time-scale separation parameter ǫ and of the time-step size ∆t, the numerical
scheme is defined by the recursion

(10)

$

&

%

Xǫ
n`1 “ Xǫ

n ` gpXǫ
n, m

ǫ
n`1q

`

βHptn`1q ´ βHptnq
˘

mǫ
n`1 “ e´∆t

ǫ mǫ
n `

b

1 ´ e´ 2∆t
ǫ γn,

with xǫ
0 “ x0 and mǫ

0 “ m0. To simplify notation, the convention δβH
n “ βHptn`1q ´ βHptnq

is used below.
When ǫ Ñ 0, with fixed time-step size ∆t, it is straightforward to prove that Xǫ

n Ñ X0
n

(in probability), for all n ě 0, where

(11) X0
n`1 “ X0

n ` gpX0
n, γnq

`

βHptn`1q ´ βHptnq
˘

,

with X0
0 “ x0.

Let us finally introduce the auxiliary scheme

(12) Xn`1 “ Xn ` gpXnq
`

βHptn`1q ´ βHptnq
˘

,
5



for all n ě 0, with X0 “ x0. Note that the auxiliary scheme (12) is the standard Euler
scheme with time-step size ∆t applied to the averaged equation (8).

2.6. Asymptotic preserving property. We are now in position to state the main
result of this article.

Theorem 2.2. The scheme (10) is asymptotic preserving: the following diagram com-
mutes

(13)

Xǫ
N

∆tÑ0ÝÝÝÑ XǫpT q
§

§

đ

ǫÑ0

§

§

đ

ǫÑ0

X0
N

∆tÑ0ÝÝÝÑ XpT q
where convergence is understood as convergence in probability, and T “ N∆t, with arbitrary
fixed T P p0,8q.

The asymptotic preserving property can be rewritten as follows: for any real-valued map-
ping ϕ of class C3

b , one has

(14) lim
∆tÑ0

lim
ǫÑ0

E
“ˇ

ˇE
H rϕpXǫ

Nqs ´ ϕpXpT qq
ˇ

ˇ

‰

“ lim
ǫÑ0

lim
∆tÑ0

E
“ˇ

ˇE
H rϕpXǫ

Nqs ´ ϕpXpT qq
ˇ

ˇ

‰

“ 0.

The reformulation (14) is due to the criterion for convergence in probability given by
Lemma 2.1. In order to prove Theorem 2.2, we only need to prove that the limiting scheme
is consistent with the averaged equation, i.e. that the following result holds.

Proposition 2.3. Let T P p0,8q, and let the time-step size ∆t satisfy T “ N∆t, with
N P N.

Let
`

X0
n

˘

ně0
be given by the limiting scheme (11), and let

`

Xn

˘

ně0
be given by the aux-

iliary scheme (12), with X0
0 “ X0 “ x0.

For any real-valued mapping ϕ of class C3
b , one has

lim
∆tÑ0

E
“ˇ

ˇE
HrϕpX0

Nqs ´ ϕpXN q
ˇ

ˇ

‰

“ 0.

Remark 2.4. In the simplified case (Section 3), it is sufficient to assume that the func-
tions ϕ are of class C2

b .

Let us provide the proof of Theorem 2.2, assuming that Proposition 2.3 holds.

Proof of Theorem 2.2. On the one hand, for fixed ∆t, Xǫ
N converges in probability

to X0
N when ǫ Ñ 0, by construction of the scheme. Note that the auxiliary scheme (12)

is consistent with the averaged equation, see for instance [5, 6, 9]: when ∆t Ñ 0, XN

converges in probability to XpT q. Owing to Proposition 2.3 and to Lemma 2.1, we deduce
that X0

N converges to XpT q in probability when ∆t Ñ 0.
On the other hand, for fixed ǫ, the scheme (10) is consistent with (7) when ∆t Ñ 0, in

particular Xǫ
N converges in probability to XǫpT q , see for instance [5, 6, 9]. Owing to the

averaging principle, one has (9), which means that XǫpT q converges to XpT q in probability
when ǫ Ñ 0.

We thus conclude that the diagram (13) commutes, where convergence is understood as
convergence in probability, thus the scheme is asymptotic preserving. �
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It only remains to prove Proposition 2.3. The proof is given first in the simplified case
(g does not depend on x) in Section 3, then in the general case in Section 4. The proof
in the simplified case is elementary and is given for pedagogical reasons and to illustrate
the differences with the standard Brownian motion case. The analysis of the general case
requires more technical arguments.

3. Study of the simplified problem

In this section, we assume that the mapping g only depends on m: one has gpx,mq “ gpmq
for all px,mq P R

2. Then the averaged quantity g is a constant:

g “
ż

gpmqdνpmq.

In addition, note that one has Xn “ Xptnq “ x0 ` gβHptnq for all n ě 0.

Remark 3.1. In the simplified case, it is sufficient to assume that g is globally Lipschitz
continuous.

Below, first we provide the proof of Proposition 2.3 in this case, second we provide a
comparison with the case where the fractional Brownian motion βH with H ą 1{2 is replaced
by a standard Brownian motion β. We illustrate the two main fundamental differences: in
the latter case the convergence is understood as convergence in distribution, and the averaged
equation is not given by averaging g – one needs to average g2.

The standard Brownian motion case is already well-understood (see for instance [12,
Chapter 17] for the averaging principle and [1] for the design and analysis of asymptotic
preserving schemes), however we provide details for pedagocial reasons – and the presentation
differs from [1].

3.1. Proof of Proposition 2.3 in the simplified case.

Proof of Proposition 2.3 in the simplified case. Let us introduce a family of
auxiliary random variables: for all n P t0, . . . , Nu, set

X
pnq
N “ x0 `

n´1
ÿ

k“0

gδβH
k `

N´1
ÿ

k“n

gpγkqδβH
k .

Note that by construction, one has X0
N “ X

p0q
N and XN “ X

pNq
N . In addition, for all

n P t0, . . . , N ´ 1u, set S
pnq
N “ x0 ` řn´1

k“0 gδβ
H
k ` řN´1

k“n`1 gpγkqδβH
k . Then one has

X
pnq
N “ S

pnq
N ` gpγnqδβH

n

X
pn`1q
N “ S

pnq
N ` gδβH

n .

for all n P t0, . . . , N ´ 1u.
Let ϕ be of class C2

b (we take K “ 2 when applying Lemma 2.1 in the simplified case).
Observe that XN is FH-measurable, thus one has EH rϕpXNqs “ ϕpXN q. Using a telescoping

7



sum argument and a second-order Taylor expansion, one obtains

E
HrϕpX0

Nqs ´ ϕpXNq “ E
H rϕpXp0q

N qs ´ E
H rϕpXpNq

N qs

“
N´1
ÿ

n“0

`

E
H rϕpXpnq

N qs ´ E
HrϕpXpn`1q

N qs
˘

“
N´1
ÿ

n“0

`

E
H rϕpSpnq

N ` gpγnqδβH
n qs ´ E

H rϕpSpnq
N ` gδβH

n qs
˘

“
N´1
ÿ

n“0

E
H rϕ1pSpnq

N qpgpγnq ´ gqsδβH
n `

N´1
ÿ

n“0

Op|δβH
n |2q.

On the one hand, since the random variables
`

γn
˘

0ďnďN´1
are independent, and are inde-

pendent of βH , one has

E
H rϕ1pSpnq

N qpgpγnq ´ gqs “ E
Hrϕ1pSpnq

N qsErgpγnq ´ gs “ 0

by definition of g. Indeed, observe that S
pnq
N only depends on γk with k ‰ n, and on βH .

On the other hand, since the Hurst index satisfies H ą 1{2, one has

N´1
ÿ

n“0

Er|δβH
n |2s “ O

`

∆t2H´1
˘

Ñ
∆tÑ0

0.

Gathering the estimates then gives the required convergence result: for all functions ϕ of
class C2

b , one has

E
“ˇ

ˇE
HrϕpX0

Nqs ´ ϕpXN q
ˇ

ˇ

‰

Ñ
∆tÑ0

0

which concludes the proof of Proposition 2.3 in the simplified case. �

Remark 3.2. The proof above provides a rate of convergence 2H ´1, which is consistent
with the rate of convergence of the standard Euler scheme for SDEs driven by fractional
Brownian motion.

3.2. Comparison with the standard Brownian Motion case. The objective of this
section is to provide a comparison with the situation where the fractional Brownian motion
βH is replaced by a standard Brownian motion β (independent of B). We thus consider the
system

(15)

$

’

&

’

%

dXǫptq “ gpmǫptqqdβptq,

dmǫptq “ ´1

ǫ
mǫptqdt `

?
2?
ǫ
dBptq.

The associated numerical scheme is defined by

(16)

$

&

%

Xǫ
n`1 “ Xǫ

n ` gpmǫ
n`1q

`

βptn`1q ´ βptnq
˘

mǫ
n`1 “ e´∆t

ǫ mǫ
n `

b

1 ´ e´ 2∆t
ǫ γn,

with initial conditions Xǫp0q “ Xǫ
0 “ x0 and mǫp0q “ mǫ

0 “ m0.
8



On the one hand, in that setting the averaging principle holds as follows: Xǫ converges
in distribution to X defined by

Xptq “ x0 `
`

g2
˘

1

2βptq

with g2 “
ş

g2dν. Note that in general g2 ą g2.
On the other hand, for fixed ∆t ą 0, one has the convergence result (in probability)

Xǫ
n Ñ X0

n for all n P t0, . . . , Nu, where

X0
n`1 “ X0

n ` gpγnq
`

βptn`1q ´ βptnq
˘

.

The scheme (16) is asymptotic preserving, when convergence is understood in distribution.

Proposition 3.3. The limiting scheme is consistent, for convergence in distribution,
with the averaged equation. More precisely, let T P p0,8q and let ϕ be of class C3

b . Then

lim
∆tÑ0

lim
ǫÑ0

ErϕpXǫ
Nqs “ lim

ǫÑ0
lim
∆tÑ0

ErϕpXǫ
Nqs “ ErϕpXpT qqs.

The result above is an immediate consequence of [1, Theorem 3.7]. However, for pedagog-
ical reasons, we provide a proof of the consistency of the limiting scheme with the averaged
equation, using the same approach as in the proof of Proposition 2.3 above in the simplified
case. This allows us to give a comparison of the standard and fractional Brownian motion
cases.

Proof. As in the proof of Proposition 2.3 (in the simplified case) above, introduce the
following family of random variables: for all n P t0, . . . , Nu define

X
pnq
N “ x0 `

n´1
ÿ

k“0

`

g2
˘

1

2 δβk `
N´1
ÿ

k“n

gpγkqδβk.

Note that by construction, one has X0
N “ X

p0q
N and XptNq “ X

pNq
N . In addition, for all

n P t0, . . . , N ´ 1u, set S
pnq
N “ x0 ` řn´1

k“0

`

g2
˘

1

2 δβk ` řN´1

k“n`1 gpγkqδβk. Then one has

X
pnq
N “ S

pnq
N ` gpγnqδβn

X
pn`1q
N “ S

pnq
N `

`

g2
˘

1

2 δβn.

9



Let ϕ be of class C3
b . Using a telescoping sum argument and a third-order Taylor expansion,

one obtains

E
H rϕpX0

Nqs ´ ϕpXptNqq “ E
H rϕpXp0q

N qs ´ E
H rϕpXpNq

N qs

“
N´1
ÿ

n“0

`

E
H rϕpXpnq

N qs ´ E
H rϕpXpn`1q

N qs
˘

“
N´1
ÿ

n“0

`

E
H rϕpSpnq

N ` gpγnqδβnqs ´ E
H rϕpSpnq

N `
`

g2
˘

1

2 δβnqs
˘

“
N´1
ÿ

n“0

E
H rϕ1pSpnq

N q
`

gpγnq ´
`

g2
˘ 1

2

˘

δβns

` 1

2

N´1
ÿ

n“0

E
Hrϕ1pSpnq

N qpg2pγnq ´ g2qδβ2
ns

`
N´1
ÿ

n“0

Op|δβn|3q.

The first order term vanishes in expectation, since the increments of the standard Brownian

motion β are independent. Indeed, observe that the random variables S
pnq
N , γn and δβn are

independent: for all n P t0, . . . , N ´ 1u

E
“

E
H rϕ1pSpnq

N qpgpγnq ´
`

g2
˘

1

2 qδβns
‰

“ Erϕ1pSpnq
N qsErgpγnq ´

`

g2
˘

1

2 sErδβns “ 0,

using Erδβns “ 0.
The second order term vanishes almost surely by the definition of the averaged coefficient

g2: for all n P t0, . . . , N ´ 1u, using the independence of the increments of the standard
Brownian motion β one has

E
Hrϕ1pSpnq

N qpg2pγnq ´ g2qδβ2
ns “ E

H rϕ1pSpnq
N qsErg2pγnq ´ g2s∆t “ 0.

Finally, the last term satisfies
řN´1

n“0 E|δβn|3 “ O
`

∆t
1

2

˘

Ñ
∆tÑ0

0.

Gathering the estimates gives the required convergence result

lim
∆tÑ0

ˇ

ˇErϕpX0
Nqs ´ ErϕpXpT qqs

ˇ

ˇ “ 0

and concludes the proof. �

In the proof above, we can exhibit the two main differences between the fractional and
standard Brownian motion case. In the latter case, the first order terms of the Taylor ex-
pansion only vanishes in expectation, hence the need to consider convergence in distribution.
In addition, the averaging procedure is only visible in the second order terms of the Taylor
expansion, hence a different expression of the averaged coefficient, whereas it is visible in the
first order term in the fractional Brownian motion case.

4. Study of the general case

The analysis of the general case requires more involved techniques, compared with the
simplified case. We first state the useful auxiliary results in Section 4.1, and give the proof

10



of Proposition 2.3 in Section 4.2. The proof of an auxiliary result stated in Section 4.1 is
given in Section 4.3.

4.1. Auxiliary results. Let us state the main auxiliary results which are used in Sec-
tion 4.2 below to prove Proposition 2.3.

Let T P p0,8q be fixed. For all α P p0, 1q, if f : r0, T s Ñ R is a real-valued function, set

}f}α “ sup
0ďt1ăt2ďT

|fpt2q ´ fpt1q|
|t2 ´ t1|

.

Recall that f is α-Hölder continuous if }f}α ă 8.
First, the trajectories of a fractional Brownian motion

`

βHptq
˘

0ďtďT
with Hurst index H

are α-Hölder continuous, for all α P p0, Hq. More precisely, for all α P p0, Hq, there exists an
almost surely finite random variable Cα, such that

(17) }βH}α ď Cα,

moreover ErCm
α s ă 8 for all m P N. The property (17) is a consequence of the Kolmogorov

regularity criterion, using the equality Er|βHpt2q ´ βHpt1q|2s “ |t2 ´ t1|2H and the fact that
βH is a Gaussian process.

Next, in order to study discrete-time processes, it is convenient to introduce the following
variant of the Hölder semi-norms. Let ∆t denote the time-step size, with the condition
T “ N∆t for some N P N. For every t P r0, T s, let ℓptq P r0, T s be defined by ℓptq “ n∆t for
all t P rn∆t, pn` 1q∆tq, n P t0, . . . , N ´ 1u and ℓpT q “ T . To simplify notation, we omit the
dependence of ℓ with respect to ∆t. For all α P p0, 1q and 0 ď a ď b ď T , if f : r0, T s Ñ R

is a real-valued function, set

}f}a,b,α,∆t “ sup
aďt1ăt2ďb;ℓpt1q“t1

|fpt2q ´ fpt1q|
|t2 ´ t1| .

Observe that the only change in the definition is the condition ℓpt1q “ t1. The dependence
with respect to the left and right hand points of the interval is also made explicit (we only
need a “ 0 and b “ T for the standard version } ¨ }α).

In the sequel, we employ the following result to estimate Young integrals.

Lemma 4.1. Let z “
`

zptq
˘

0ďtďT
be a α-Hölder continuous real-valued function with

α P p0, 1q. Let M P N, and let F : RM Ñ R be a continuously differentiable function.
Assume that real-valued mappings y1, . . . , yM satisfy }ym}α1,∆t ă 8 for all m “ 1, . . . ,M ,

for some α1 P p0, 1q such that α ` α1 ą 1.
Then there exists C P p0,8q, which does not depend on ∆t, such that the following holds:

for all s, t P r0, T s such that ℓpsq “ s, one has

(18)

ˇ

ˇ

ż t

s

F pypℓprqqdzprq
ˇ

ˇ ď C sup
sďrďt

|F pypℓprqq|}z}αpt ´ sqα

`
M
ÿ

m“1

sup
sďrďt

|BymF pypℓprqq|}ym}s,t,α1,∆t}z}αpt ´ sqα`α1

,

where to simplify notation F pypℓprqq “ F py1pℓprqq, . . . , yMpℓprqqq.
11



Lemma 4.1 is a variant of [6, Lemma A.1], where the dependence with respect to
}ym}s,tα1,∆t when m varies is made more explicit. This is instrumental in the proof of
Lemma 4.2 below, where bounds for derivatives are proved succesively. We refer to [6]
for the proof. Note that the standard inequalities for Young integrals, considering the stan-
dard Hölder semi-norm } ¨ }α1 cannot be applied, since r ÞÑ ypℓprqq is piecewise constant, and
thus in general is not (Hölder) continuous.

Let us now introduce a generalized version of the auxiliary scheme (12): for all n P
t0, . . . , Nu, k P tn, . . . , N ´ 1u and x P R, set

(19)
Xn,k`1pxq “ Xn,kpxq ` gpXn,kpxqqδβH

k

Xn,npxq “ x.

The definition above is indeed a generalization of (12): one has Xn “ X0,npx0q for all
n P t0, . . . , Nu.

Finally, let us introduce the auxiliary functions un, for n P t0, . . . , Nu, as follows. Given
a real-valued mapping ϕ : R Ñ R of class C3

b , define

(20) unpxq “ ϕpXn,Npxqq
for all n P t0, . . . , Nu and x P R. To simplify notation, the dependence of un with respect
to the time-step size ∆t is omitted. Note that uN “ ϕ. Observe that the un’s are random
functions. They satisfy the following property: for all n P t0, . . . , N ´ 1u and all x P R, one
has

(21) unpxq “ un`1

`

x ` gpxqδβH
n

˘

.

Indeed, by construction Xn`1,N

`

x ` gpxqδβH
n

˘

“ Xn,Npxq.
We are now in position to state the main auxiliary result of this section.

Lemma 4.2. Assume that ϕ is of class C3
b . There exist an almost surely finite random

variable Λ, and an almost surely positive random variable ∆t0 ď T , such that for all ∆t P
p0,∆t0q one has

(22) sup
0ďnďN

sup
xPR

´

|unpxq| ` |u1
npxq| ` |u2

npxq|
¯

ď Λ.

The proof of Lemma 4.2 is technical and is postponed to Section 4.3. The arguments
are similar to those used in [6] to prove boundedness of the solutions of Euler or Milstein
schemes applied to SDEs driven by fractional Brownian motion. Indeed, the proof consists
in first expressing the first and second order derivatives of un using solutions ηn,N and ζn,N
of variation equations (see equations (24) and (25) below), second in proving appropriate
bounds.

Remark 4.3. In the standard Brownian motion case (Section 3.2), the role of un would
be played by a function defined as ErϕpXn,Npxqqs. The Markov property would play a key
role in the analysis, and by homogeneity it would be sufficient to look at the properties of the
mapping ErϕpX0,npxqqs.

In the fractional Brownian motion case, the Markov property is not satisfied, and taking
expectation is not relevant. Instead of the Markov property, the flow property (21) is satisfied.
Observe that the auxiliary functions un need to be random. In addition, un needs to be defined
in terms of Xn,N , instead of X0,N´n, since the process is not time homogeneous.

12



Even if the increments of the fractional Brownian motion
`

δβH
n

˘

0ďnďN´1
are not indepen-

dent, the definition (20) of the random functions un above makes sense. In the property (21),
this lack of independence results in the following property: un`1 is not independent of δβH

n .

4.2. Proof of Proposition 2.3 in the general case. The objective of this section is
to provide the proof of Proposition 2.3. The guideline of the proof is similar to the approach
in the simplified case, except for the first step:

‚ the error is written in terms of the functions un defined by (20) with a telescoping
sum argument

‚ then the property (21) and a second order Taylor expansion argument are used
‚ the first order term vanishes by definition of the averaged coefficient g

‚ the second order term is handled using the boundedness of un, uniformly in ∆t,
obtained in Lemma 4.2, using the condition H ą 1{2 for the Hurst index.

Proof of Proposition 2.3 in the general case. Let ϕ be of class C3
b , and let un

be defined by (20), for n “ 0, . . . , N . Recall that E
H r¨s denotes the conditional expectation

with respect to the σ-field FH generated by the fractional Brownian motion βH . On the one
hand, by definition of u0 one has ϕpXNq “ u0px0q “ E

H ru0px0qs, where x0 “ X0 “ X0
0 (u0 is

a FH-measurable random variable). On the other hand, one has ϕpX0
Nq “ uNpX0

Nq. Using
a telescoping sum argument, one then obtains

E
H rϕpX0

Nqs ´ ϕpXNq “ E
H ruNpX0

Nqs ´ E
H ru0pX0

0 qs

“
N´1
ÿ

n“0

`

E
H run`1pX0

n`1qs ´ E
HrunpX0

nqs
˘

“
N´1
ÿ

n“0

E
H run`1

`

X0
n ` gpX0

n, γnqδβH
n

˘

´ un`1

`

X0
n ` gpX0

nqδβH
n

˘‰

,

where in the last line we have used the definition (11) of the limiting scheme, and the
property (21) of the functions un.

A Taylor expansion argument then gives, for all n P t0, . . . , N ´ 1u
E
H

“

un`1

`

X0
n ` gpX0

n, γnqδβH
n

˘

´ un`1

`

X0
n ` gpX0

nqδβH
n

˘‰

“ E
H ru1

n`1pX0
nq

`

gpX0
n, γnq ´ gpX0

nq
˘

sδβH
n ` Rn,

with |Rn| ď C sup |u2
n`1p¨q|pδβH

n q2, since g is assumed to be bounded.
Assume that ∆t satisfies the condition ∆t ď ∆t0 where the random variable ∆t0 is given

in Lemma 4.2. On the one hand, using the Hölder continuity property (17) of the fractional
Brownian motion, with α P p1

2
, Hq and the bound for the second order derivative of un stated

in Lemma 4.2, there exists an almost surely finite constant Λ, which does not depend on ∆t,
such that

|Rn| ď Λ∆t2α

for all n P t0, . . . , N ´ 1u, if ∆t ď ∆t0.
On the other hand, using the definition of g and conditioning with respect to X0

n, one
obtains the key property

E
H ru1

n`1pX0
nq

`

gpX0
n, γnq ´ gpX0

nq
˘

s “ 0,

which means that the first-order term vanishes for all n P t0, . . . , N ´ 1u.
13



Finally, one obtains

ˇ

ˇE
H rϕpX0

Nqs ´ ϕpXN q
ˇ

ˇ ď
N´1
ÿ

n“0

|Rn| ď ΛT∆t2α´1 Ñ
∆tÑ0

0,

almost surely, since α is chosen such that 2α ą 1.
Since ϕ is assumed to be bounded, by the dominated convergence theorem the almost

sure convergence implies

E
“ˇ

ˇE
H rϕpX0

Nqs ´ ϕpXNq
ˇ

ˇ

‰

Ñ
∆tÑ0

0.

This holds for all functions ϕ of class C3
b .

This concludes the proof of Proposition 2.3 in the general case. �

Remark 4.4. The proof above also handles the simplified case treated in Section 3, with a
slightly different point of view. In that case unpxq “ ϕpx`gδβH

n q, and the proof of Lemma 4.2
is straightforward in this simplified case.

4.3. Proof of Lemma 4.2. It remains to give the proof of Lemma 4.2, which first
requires to introduce additional notation. By the definition (20) of the functions un, one has
the following expressions for u1

npxq and u2
npxq:

(23)
u1
npxq “ ϕ1pXn,Npxqqηn,Npxq

u2
npxq “ ϕ1pXn,Npxqqζn,Npxq ` ϕ2pxqpXn,Npxqqpηn,Npxqq2,

where for all n P t0, . . . , N ´ 1u, k P tn, . . . , N ´ 1u and x P R, one has

(24) ηn,k`1pxq “ ηn,kpxq ` g1pXn,Npxqqηn,kpxqδβH
k

and

(25) ζn,k`1pxq “ ζn,kpxq ` g1pXn,Npxqqζn,kpxqδβH
k ` g2pXn,Npxqqpηn,kpxqq2δβH

k

with initial conditions ηn,npxq “ 1 and ζn,npxq “ 0.
The expressions in (23) are obtained by recursion arguments. In the sequel, to simplify

notation, we let Xn,k “ Xn,kpxq, ηn,k “ ηn,kpxq and ζn,k “ ζn,kpxq.
Let us introduce auxiliary continuous-time processes X̃n, η̃n and ζ̃n, defined on the interval

rtn, T s (with tn “ n∆t), for all n P t0, . . . , N ´ 1u: for all k P tn, . . . , N ´ 1u, if t P rtk, tk`1q,
then

X̃nptq “ Xn,k ` gpXn,kpβHptq ´ βHptkqq
η̃nptq “ ηn,k ` g1pXn,kqηn,kpβHptq ´ βHptkqq
ζ̃nptq “ ζn,k ` g1pXn,kqζn,kpβHptq ´ βHptkqq ` g2pXn,kqpηn,kq2pβHptq ´ βHptkqq.

One has X̃nptkq “ Xn,k, η̃nptkq “ ηn,k and ζ̃nptkq “ ζn,k for all n ď k ď N .
We are now in position to prove Lemma 4.2.

Proof of Lemma 4.2. The proof is divided into three steps, where bounds for X̃n, η̃n
and ζ̃n are proved successively.
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Step 1. The auxiliary process X̃n satisfies the following property: for all tn ď s ď t ď T ,
such that s “ ℓpsq, one has

X̃nptq ´ X̃npsq “
ż t

s

F0pX̃npℓprqqqdβHprq,

where F0 “ g.
Using Lemma 4.1 with α “ α1 P p1

2
, Hq, and using the boundedness of g and g1, one

obtains the inequality

}X̃n}s,t,α,∆t ď C0pg, }βH}αq
´

1 ` pt ´ sqα}X̃n}s,t,α,∆t

¯

.

Let τ0 be a positive random variable, chosen such that

C0pg, }βH}αqτα0 ď 1

2
,

and τ0 ď T .
Then if s “ ℓpsq ď t satisfy t ´ s ď τ0, one obtains

}X̃n}s,t,α,∆t ď 2C0pg, }βH}αq,
which gives

|X̃nptq| ď |X̃npsq| ` 2τα0 C0pg, }βH}αq.
If the time step size ∆t satisfies ∆t ď τ0, one thus obtains

|Xn,k2| ď |Xn,k1| ` 2τα0 C0pg, }βH}αq
for integers k1 ă k2 such that pk2 ´ k1q∆t ď τ0, and iterating the argument and using the
condition Xn,n “ x, one obtains

|Xn,k| ď |x| ` 2N0τ
α
0 C0pg, }βH}αq

where the integer N0 is chosen such that N0τ0 ě T , for all k P tn, . . . , Nu, if ∆t ď τ0.
Step 2. The auxiliary process η̃n satisfies the following property: for all tn ď s ď t ď T ,

such that s “ ℓpsq, one has

η̃nptq ´ η̃npsq “
ż t

s

F1pX̃npℓprqq, η̃npℓprqqqdβHprq,

where F1px, ηq “ g1pxqη. Note that |F1px, ηq| ` |BxF1px, ηq| ď C|η| and |BηF1px, ηq| ď C.
Using Lemma 4.1 with α “ α1 P p1

2
, Hq, and using the boundedness of g, g1 and g2, one

obtains the inequality

}η̃n}s,t,α,∆t ď C1pgq}βH}α}η̃n}s,t,8
` C1pgq}βH}αpt ´ sqα

´

}η̃n}s,t,8}X̃n}s,t,α,∆t ` }η̃n}s,t,α,∆t

¯

,

where }η̃n}s,t,8 “ sup
rPrs,ts

|η̃nprq|.

Owing to Step 1, if t ´ s ď τ0, one has }X̃n}s,t,α,∆t ď 2C0pg, }βH}αq. In addition, one has
}η̃n}s,t,8 ď |η̃npsq| ` pt ´ sqα}η}s,t,α,∆t.

One thus obtains an inequality of the type

}η̃n}s,t,α,∆t ď C1pg, }β}αq
´

|η̃npsq| ` pt ´ sqα}η̃n}s,t,α,∆t

¯

15



if t ě s “ ℓpsq and t ´ s ď τ0. Let τ1 be a positive random variable, chosen such that

C1pg, }β}αqτα1 ď 1

2

and τ1 ď τ0.
Then if s “ ℓpsq ď t satisfy t ´ s ď τ1, one obtains

}η̃n}s,t,α,∆t ď 2C1pg, }β}αq|η̃npsq|,
which gives

|η̃nptq| ď
`

1 ` 2C1pg, }β}αqτα1
˘

|η̃npsq|.
If the time step size satisfies ∆t ď τ1, one thus obtains

|ηn,k2| ď
`

1 ` 2C1pg, }β}αqτα1
˘

|ηn,k1|
for integers k1 ă k2 such that pk2 ´ k1q∆t ď τ1, and iterating the argument and using the
condition ηn,n “ 1 one obtains

|ηn,k| ď
`

1 ` 2C1pg, }β}αqτα1
˘N1

where the integer N1 is chosen such that N1τ1 ě T , for all k P tn, . . . , Nu, if ∆t ď τ1. This
implies the uniform bound

(26) }η̃n}tn,T,8 ď C 1
1pg, }βH}αq,

which holds for all ∆t ď τ1 and all n P t0, . . . , Nu.
Step 3. The auxiliary process ζ̃n satisfies the following property: for all tn ď s ď t ď T ,

such that s “ ℓpsq, one has

ζ̃nptq ´ ζ̃npsq “
ż t

s

F2pX̃npℓprqq, η̃npℓprqq, η̃npℓprqqqdβHprq,

where F2px, η, ζq “ g1pxqζ ` g2pxqη2. Note that |F2px, η, ζq| ` |BxF2px, η, ζq| ď C|ζ | ` C|η|2,
|BηF2px, η, ζq| ď C|η| and |BζF2px, η, ζq| ď C.

Using Lemma 4.1 with α “ α1 P p1
2
, Hq, and using the boundedness of g, g1, g2 and gp3q,

one obtains the inequality

}ζ̃n}s,t,α,∆t ď C1pgq}βH}αp}ζ̃n}s,t,8 ` }η̃n}2s,t,8q

` C2pgq}βH}αpt ´ sqα
´

`

}ζ̃n}s,t,8 ` }η̃n}2s,t,8
˘

}X̃n}s,t,α,∆t ` }η̃n}s,t,8}η̃n}s,t,α,∆t ` }ζ̃n}s,t,α,∆t

¯

,

where }η̃n}s,t,8 “ sup
rPrs,ts

|η̃nprq| and }ζ̃n}s,t,8 “ sup
rPrs,ts

|ζ̃nprq|.

Owing to Steps 1 and 2, if t ´ s ď τ1, one has }X̃n}s,t,α,∆t ď C 1
0pg, }βH}αq and }η̃n}s,t,8 ď

C 1
1pg, }βH}αq, and one has the uniform bound }η̃n}tn,T,8 ď C 1

1pg, βH}αq if ∆t ď τ1. In

addition, one has }ζ̃n}s,t,8 ď |ζ̃npsq| ` pt ´ sqα}ζ}s,t,α,∆t.
One thus obtains an inequality of the type

}ζ̃n}s,t,α,∆t ď C2pg, }β}αq
´

1 ` |ζ̃npsq| ` pt ´ sqα}ζ̃n}s,t,α,∆t

¯

if t ě s “ ℓpsq and t ´ s ď τ0. Let τ2 be a positive random variable, chosen such that

C2pg, }β}αqτα2 ď 1

2

and τ2 ď τ1.
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Then if s “ ℓpsq ď t satisfy t ´ s ď τ1, one obtains

}ζ̃n}s,t,α,∆t ď 2C2pg, }β}αqp1 ` |ζ̃npsq|q,
which gives

|ζ̃nptq| ď
`

1 ` 2C2pg, }β}αqτα2
˘

|ζ̃npsq| ` 2C2pg, }β}αqτα2 .
If the time step size satisfies ∆t ď τ2, one thus obtains

|ζn,k2| ď
`

1 ` 2C2pg, }β}αqτα2
˘

|ζn,k1| ` 2C2pg, }β}αqτα2
for integers k1 ă k2 such that pk2 ´ k1q∆t ď τ1, and iterating the argument and using the
condition ζn,n “ 0 one obtains

|ζn,k| ď
`

1 ` 2C2pg, }β}αqτα2
˘N2

where the integer N2 is chosen such that N2τ2 ě T , for all k P tn, . . . , Nu, if ∆t ď τ2. This
implies the uniform bound

(27) }ζ̃n}tn,T,8 ď C 1
2pg, }βH}αq,

which holds for all ∆t ď τ1 and all n P t0, . . . , Nu.
Conclusion

Owing to the expressions (23) for u1
npxq and u2

npxq, and to the bounds (26) and (27) for

ηn,N “ η̃npT q and ζn,N “ ζ̃npT q, one obtains

sup
xPR

`

|unpxq| ` |u1
npxq| ` |u2

npxq|
˘

ď Λ

for all n P t0, . . . , Nu, where Λ is an almost surely finite random variable, if ∆t ď ∆t0 “ τ2
where τ2 is the positive random variable constructed in Step 3 above.

This concludes the proof of (22).
�

5. Discussion

In this article, we have studied a class of Euler schemes (3) for slow-fast systems of sto-
chastic differential equations (1). The slow component Xǫ is driven by a fractional Brownian
motion with Hurst index H ą 1{2, and converges in probability to a process X, owing to
the averaging principle recently proved in [3]. We have proved that well-chosen numerical
schemes are able to reproduce a version of the averaging principle at the discrete-time level:
they satisfy the asymptotic preserving property stated in Theorem 2.2. In particular, the
time-step size ∆t can be chosen independently of the time scale separation parameter ǫ. We
have illustrated the differences with the standard Brownian motion case treated in the recent
work [1].

We have left open the important question of proving error estimates: is it possible to
prove a uniform accuracy property (as in [1] in the standard Brownian case), i.e. an error
estimate depending on ∆t, uniform with respect to ǫ? Studying this question may require
more involved techniques (such as the ones employed in [6] and references therein) than
those used in this manuscript. More precisely, it is challenging to prove error estimates for

E
“ˇ

ˇE
H rϕpXǫ

Nqs ´ E
H rϕpX0

Nqs
ˇ

ˇ

‰

when ǫ Ñ 0, for fixed ∆t ą 0, which are uniform with respect to ∆t.
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Note that obtaining nice error estimates when ∆t Ñ 0 and/or ǫ Ñ 0 may provide an
alternative proof of the averaging principle from [3] by a temporal discretization technique
(similar to the one proposed in the seminal article [4] in the standard Brownian motion
case). In this article, we have assumed that the Hurst index satisfies H ą 1{2. To the
best of our knowledge, the validity and the expression of the averaging principle for SDEs
driven by a fractional Brownian motion with Hurst index H ă 1{2 is not known. The
construction of well-chosen numerical schemes, with associated nice error estimates, may
provide a strategy to generalize the averaging principle to the case H ă 1{2. The scheme
would then be asymptotic preserving – but stating this property needs to identify the limit
at the theoretical level. We leave the challenging question of the generalization for H ă 1{2
for future works.

As mentioned at the beginning of Section 2, it is straightforward to generalize the results
of this manuscript to higher dimensional situation. It would also be straightforward to
consider systems of the type

$

’

’

’

&

’

’

’

%

dXǫptq “ fpXǫ, mǫqdt `
m
ÿ

j“1

gjpXǫptq, mǫptqqdβH
j ptq,

dmǫptq “ ´1

ǫ
mǫptqdt `

?
2?
ǫ
σpXǫptqqdBptq,

where Xǫptq P R
d, σj : R

d ˆ R Ñ R
d, and βH

j are independent fractional Brownian motions.
In particular the treatment of the drift term f has been performed in [1], this is why assuming
that fpx,mq “ 0 in the present article is legitimate, in order to focus on the main features due
to the fractional Brownian motion. Assuming that σpxq “ 1 also simplifies the presentation,
however it is straightforward to check that the proof of Proposition 2.3 remains unchanged
(up to modifying notation), thus Theorem 2.2 also holds in this case.

Instead of using the standard Euler scheme (3) to discretize the slow component Xǫ

of (1), in order to increase the performance it would be tempting to employ the scheme
studied in [6], of the type

Xǫ
n`1 “ Xǫ

n ` gpXǫ
n, m

ǫ
n`1q

`

βHptn`1q ´ βHptnq
˘

` 1

2

`

∇xgg
˘

pXǫ
n, m

ǫ
n`1q∆t2H .

The definition of mǫ
n is not modified from (3). When ǫ Ñ 0, one obtains the limiting scheme

X0
n`1 “ X0

n ` gpX0
n, γnq

`

βHptn`1q ´ βHptnq
˘

` 1

2

`

∇xgg
˘

pXǫ
n, γnq∆t2H .

This scheme is consistent (when ∆t Ñ 0) with the solution of the averaged equation, however
it is not clear that the good performance of the modified scheme is preserved when ǫ “ 0:
we have Ergp¨, γnqs “ gp¨q, however in general one may have Er

`

∇xgg
˘

p¨, γnqs ‰
`

∇xgg
˘

p¨q –
however observe that the equality holds if d “ 1. The construction of more efficient methods
than the standard Euler scheme when both ǫ ą 0 and ǫ “ 0 may be investigated in future
works.
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Appendix A. Proof of Lemma 2.1

Proof. Proof that (i)ñ(ii). Assume that XN Ñ X in probability. For any function ϕ

of class CK
b , ϕ is bounded and Lipschitz continuous, thus there exists Cpϕq P p0,8q such

that

E
“ˇ

ˇErϕpXNq|Gs ´ ϕpXq
ˇ

ˇ

‰

ď E
“ˇ

ˇϕpXNq ´ ϕpXq
ˇ

ˇ

‰

ď CpϕqE
“

minp|XN ´ X|, 1q
‰

Ñ
NÑ8

0,

where the last step is a consequence of convergence in probability. As a consequence (i)
implies (ii).

Proof that (ii)ñ(i). Introduce an auxiliary function ϕ : R Ñ R be such that

‚ ϕ is of class C8

‚ ϕpxq “ 0 if |x| ď 1
2

‚ ϕpxq “ 0 if |x| ě 1

‚ 0 ď ϕpxq ď 1 if 1
2

ď |x| ď 1.

For every k P Z and η P p0, 1q, introduce the interval Ik,η “ rkη
2
,

pk`1qη
2

q, mk,η “ 2kη`1

4
and

the function

ϕk,η “ ϕ
`

η´1p¨ ´ mk,ηq
˘

.

Then ϕk,η is of class CK
b (where K is an arbitrary integer).

For all η P p0, 1q, one has

Pp|XN ´ X| ą ηq “
ÿ

kPZ

E
“

1|XN´X|ąη1XPIk,η

‰

.

Owing to the dominated convergence theorem – one has E
“

1|XN´X|ąη1XPIk,η

‰

ď PpX P Ik,ηq
with

ř

kPZ PpX P Ik,ηq “ 1 – it suffices to prove that for all k P Z one has

E
“

1|XN´X|ąη1XPIk,η

‰

Ñ
NÑ8

0.

Note that combining the conditions |XN ´ X| ą η and X P Ik,η implies that ϕk,ηpXNq “ 1

and ϕk,ηpXq “ 0. Using the fact that X is G-measurable, one thus obtains

E
“

1|XN´X|ąη1XPIk,η

‰

ď E
“

ϕk,ηpXNq1XPIk,η

‰

ď E
“

Erϕk,ηpXNq|Gs1XPIk,η

‰

ď E
“`

Erϕk,ηpXNq|Gs ´ ϕk,ηpXq
˘

1XPIk,η

‰

ď E
“ˇ

ˇErϕk,ηpXN q|Gs ´ ϕk,ηpXq
ˇ

ˇ

‰

Ñ
nÑ8

0,

using the assumption that (ii) holds, with ϕ “ ϕk,η.
Applying the dominated convergence theorem then gives

Pp|XN ´ X| ą ηq Ñ
NÑ8

0,

for all η P p0, 1q. As a consequence XN converges to X in probability when N Ñ 8, and (ii)
implies (i).

This concludes the proof. �
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